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Resumen

Este trabajo se propone el anélisis del modelo matematico del Motor Sincrono de Imanes Perma-
nentes superficiales (PMSM, por sus siglas en inglés Permanent Magnet Synchronous Motor),
con el objetivo de disefiar un control de seguimiento de velocidad angular, en conjunto con un
Observador Proporcional Integral Generalizado (GPI, por sus siglas en inglés Generalized Inte-
gral Proportional), para estimar la velocidad y posicién angular del motor PMSM. Este enfoque
permite evitar el uso de sensores para dichas variables durante la operacién del motor reduciendo
costos, complejidades mecanicas y eléctricas. El control se lleva a cabo mediante la regulacion
simultdnea de las salidas planas del sistema, en especifico la corriente i, y la velocidad angular
w. Tal regulacién se implementa con ayuda de un control desarrollado por el método de Modos
Deslizantes (SM, por sus siglas en inglés Sliding Mode), lo que se traduce en un controlador
lineal que varia en el tiempo y depende exclusivamente de las mediciones de corriente de las
fases del motor. El disefio del controlador requiere del modelo matematico en el marco de refe-
rencia d-q, el cual resulta de aplicar las transformadas de Clarke y Park al modelo matematico
en coordenadas a b ¢ del PMSM. Por otra parte, la estimacion de la posicion y velocidad lleva al

disefio de un observador basado en el modelo matematico en el eje coordenado a-/3.
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Capitulo 1

Introduccion

En la actualidad el uso y desarrollo de sistemas de control para motores se ha vuelto funda-
mental en la industria, esto se debe a la amplia aplicacién de los dichos sistemas en la maquinaria
industrial, asi como al creciente uso de motores eléctricos. Las aplicaciones industriales deman-
dan controles de velocidad angular capaces de cumplir con requerimientos de par, tamafio y
potencia que se adecuen a los sistemas modernos.

Los motores eléctricos generalmente se clasifican en motores de Corriente Directa (CD) y de
corriente alterna (CA). A su vez, los motores de CA se clasifican en monofasicos y trifasicos,
y estos dltimos se subdividen en motores asincronos y sincronos. Los motores trifasicos de in-
duccién son los mas utilizados en la industria debido a su bajo costo y facil mantenimiento, sin
embargo, el PMSM ha ganado importancia en la propulsién de actuadores robéticos, herramien-
tas eléctricas y aplicaciones en vehiculos eléctricos, debido a su alta densidad de potencia, alta
relacién peso-torque, baja inercia y alta eficiencia.

Para desarrollar controles de alto rendimiento del PMSM y aprovechar todas sus ventajas es ne-
cesario el uso de un modelo matematico que incluya los parametros de par y carga. Uno de los
enfoques estudiados en las tltimas décadas es el control de velocidad sin el uso de sensores, esto
con el objetivo de abaratar costos y simplificar montajes, para ello se emplean técnicas de esti-

macion como son observadores de orden extendido en conjunto con un control robusto.
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El enfoque principal de esta tesis es el desarrollo de un control robusto que en conjunto con un
observador Proporcional Integral Generalizado (GPI, por sus siglas en inglés Generalized In-
tegral Proportional), proporcione una salida de control sobre la velocidad angular del motor,
evitando asi el uso de sensor de velocidad.

En esta tesis se desarrolla un esquema de control sin sensores basado en Modos Deslizantes para
el motor PMSM con el propésito de seguimiento suave de velocidad angular y adicionalmente
evaluar los resultados obtenidos tanto en simulacion como en pruebas experimentales controla-

das.

Estado del arte

Durante los dltimos afos, el estudio de las técnicas de control sin sensores ha tomado inte-
rés, dado que la eliminacion del uso de sensores permite reducir costos y minimizar problemas
mecanicos, este creciente interés se relaciona estrechamente con la popularidad de los motores
sincronos, cuya aplicacion se ha incrementado notablemente a la par del auge de los vehiculos
eléctricos.

En los articulos comprendidos entre [2] — [5] se emplean observadores para la estimacion de la
velocidad o posicion, para el posterior control del PMSM, en cada caso se implementan diferentes
técnicas para el disefio de los observadores, las cuales son: el Observador no lineal Luenberger,
el Observador no lineal de perturbaciones (NDO, Non-linear Disturbance Observer), el Obser-
vador de modos deslizantes (SMO, Sliding Mode Observer) y el Observador de estado extendido
(ESO, Extended State Observer).

De igual forma en [6] se propone una variacién de SMO, denominada Observador de Modos
Deslizantes de Alta Velocidad (HSSMO, High speed Sliding Mode Observer) y en [7], se desa-
rrolla un Filtro de Kalman Extendido (EKF, Extended Kalman Filter) para estimar la velocidad

del motor y la resistencia del estator.
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De lo anterior se concluye existen multiples y variadas metodologias para la estimacion de la ve-
locidad, situacién que se manifiesta también en los enfoques aplicados a los métodos de control,
por ejemplo, en [2] y [3] se utiliza control adaptativo basado en el observador propuesto, mien-
tras que en [5] y [8] se implementa un controlador Backstepping, en [7], se presenta un Control
No lineal Optimo Cuadratico (NQOC, Nonlinear Quadratic Optimal Control), sustentado en la
ecuacion de estado dependiente de Riccati, ademads, un control por Modos Deslizantes es utili-
zado en [9], en [10] se desarrolla un control predictivo aplicado en el marco del estator y bajo
restriccion de pasividad y en [11] se implementa un control no lineal por planitud diferencial.

En la Universidad Tecnoldgica de la Mixteca se han llevado a cabo diversos trabajos de inves-
tigacion enfocados en el estudio del Motor Sincrono de Imanes Permanentes, entre los cuales
destacan,[12] donde se desarroll6 un control Backstepping para el motor PMSM, [13] donde se
diseié un control sin sensores basado en pasividad, [14] en el afio 2020 que propusé un con-
trol de velocidad adaptativo y [15] donde se desarroll6 un sistema de control accionado por un

inversor trifasico multinivel.

Planteamiento del problema

En la actualidad el desarrollo de esquemas de control robusto aplicados a maquinas eléctricas
utilizadas en la industria y sistemas automotrices es de gran importancia, ya que se busca realizar
disefios compactos que entreguen alto torque y velocidad, en ese sentido los de motores PMSM
cuentan con alta densidad de potencia, alta eficiencia y alta capacidad de par, lo cual los hace
ideales para este tipo de aplicaciones.

Para asegurar un funcionamiento adecuado del control de velocidad angular es imprescindible
la medicién de posicién y velocidad, dado que la posicién es una variable esencial debido a su
relacién directa con el flujo del motor. La obtencién de posicidn y velocidad mediante mediciones

mecdanicas, como enconders, resolvers, o potenciémetros, conlleva un incremento en la necesidad



de mantenimiento, costos, conexiones eléctricas y complejidad fisica.
Por esta razén se contempla el uso de un observador, prescindiendo asi del sensor, lo cual permite
reducir el nimero de conexiones, disminuyendo asi las fallas, el mantenimiento y la complejidad

fisica del sistema.

Justificacion

Hoy en dia, el desarrollo de sistemas embebidos inteligentes ha impulsado el uso y desarrollo
de microcontroladores y microprocesadores que se encargan del procesamiento de datos, calcu-
lo de valores numéricos, lectura de sensores y disparo de compuertas de control. Entre dichos
dispositivos se encuentran los Procesadores de Sefiales Digitales (DSP por sus siglas en inglés
Digital Signal Processor), placas de desarrollo y prototipado rdpido como la Dspace y encap-
sulados de alta densidad como Arreglo de Compuertas Programables (FPGA por sus siglas en
inglés Field Programmable Gate Array).

El uso de estos dispositivos permite aprovechar sus capacidades de cdlculo y disefar sistemas de
control de velocidad angular sin sensor, esto se logra mediante la construccion de un observa-
dor capaz de estimar la posicion y velocidad a partir de las mediciones de corriente, eliminando
con ello la necesidad de mecanismos de medicién. Esta estimacion reduce costos, complejidad
eléctrica, complejidad mecénica y facilita el mantenimiento. La implementacién conjunta del
observador y controlador mejora la eficiencia y robustez del sistema acosta de un mayor requeri-
miento de recursos del microcontrolador, por lo tanto es importante considerar la capacidad del

microcontrolador.
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Pertinencia

La situacion energética actual de México requiere no solo la sustitucion de energias no re-
novables por renovables, sino también la optimizacion y reduccion del uso de energia eléctrica,
en la bisqueda de una reduccion del consumo energético en el desarrollo industrial, todos los
aportes provenientes de los trabajos de investigacion y desarrollo de nuevas aplicaciones de la
tecnologia, son de gran utilidad, dado que en México el 30 % de la toda la energia eléctrica ge-
nerada se destina a la industria y alrededor de un 70 % del consumo de energia eléctrica en la
industria se debe los motores eléctricos [16], mientras tanto la generacién de energia renovable
apenas supera el 25 % de toda la energia eléctrica generada en el pais [17].

En el marco de un uso sustentable de la energia eléctrica, es evidente que se necesita reducir el
consumo de los motores eléctricos, esto puede lograrse mediante el uso de motores mas eficien-
tes y el uso de controles que garanticen su desempefio.

Este trabajo se desarrolla como un aporte al uso de los motores con mayor densidad de potencia
en la industria, contribuyendo asi a la optimizacion del uso de la energia, particularmente en mo-
tores eléctricos, ademas de lo mencionado, este trabajo se presenta como una aplicacion de los
conocimientos adquiridos a lo largo de la carrera de ingenieria mecatronica, especialmente en el
curso de Control de Mdquinas de Corriente Alterna, dado que incluye el uso de convertidores de
potencia, asi como el uso de transductores.

Este proyecto de tesis abarca el desarrollo del algoritmo de control por Modos Deslizantes (SM,
Sliding Mode) para el control de velocidad de un motor PMSM por mediante de sistemas digi-
tales (ASPACE) y contribuyendo a la linea de investigacién de Control de Sistemas Electrénicos

realizados en la Division de Estudios de Postgrado de la Universidad Tecnolégica de la Mixteca.



Relevancia

Con el propésito de contribuir a la linea de investigacién desarrollada en la Universidad Tec-
nolégica de la Mixteca referente a el control del PMSM, el presente trabajo aborda el desarrollo
de un control SM combinado con la estimacién de velocidad angular de un observador GPI para
el PMSM.

Uno de los temas de interés dentro de esta drea de investigacion en la Universidad Tecnoldgica
de la Mixteca, es la estimacion de velocidad angular del rotor en maquinas PMSM, el presente se
enfoca en el caso de baja velocidad angular, donde la estimacién es mas compleja, lo que confiere
mayor relevancia a las contribuciones derivadas de este trabajo.

El trabajo aqui propuesto implementa un esquema de control SM con observador GPI desarrolla-
do en co-simulaciones de Matlab Simulink®y PSim®e implementado de forma fisica mediante

la placa de desarrollo Dspace, que permite prescindir de sensores para su funcionamiento.
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Hipdétesis

El control de velocidad basado en modos deslizantes con elemento integral, aplicado al
PMSM, junto con el observador GPI de velocidad y posicion, permitird el seguimiento de velo-
cidad bajo condiciones de torque aplicado. Esto serd posible siempre que las acciones conjuntas
de compensacién y estimacién converjan y sean transformadas exitosamente mediante converti-
dor trifasico, en sefales sinusoidales de alimentacion del motor. Dicha condicién se basa en el

cumplimiento exitoso de los siguientes supuestos.

= El error de estimacion de las variables observadas debe ser acotado, de manera que los
errores de seguimiento converjan asintdticamente a cero. Esta condicion es garantizada

por los términos de correccion de error en el observador GPI.

= El controlador basado en la implementacion de control integral a través de Modos Desli-
zantes (SM), generard una sefial de control promedio para cada una de las salidas planas

del sistema, las cuales dependen directamente de las mediciones de las corrientes de fase.



Objetivos

Objetivo general

Implementar un esquema de control sin sensores basado en Modos Deslizantes para el motor
PMSM con ¢l propésito de realizar un seguimiento suave de velocidad. Adicionalmente, evaluar

los resultados obtenidos tanto en simulacién como en pruebas experimentales.

Objetivos especificos

I. Desarrollar las ecuaciones de control por modos deslizantes para el motor PMSM dado el

modelo matemadtico en coordenadas d — g del sistema.
I1. Disefiar un observador GPI para la estimacion de posicion y velocidad del sistema.
III. Modelar el sistema en lazo cerrado en los programas Matlab Simulink®y PSim®.

IV. Desarrollar co-simulaciones en Matlab Simulink®y PSim®para validar el desempefio del

modelo de control y el observador.
V. Implementar el esquema de control en el PMSM mediante la placa de desarrollo Dspace.

VL. Analizar el desempefio del esquema de control propuesto ante diferentes escenarios de

pruebas experimentales.



CAPITULO 1. INTRODUCCION

Metas

= Obtener el modelo matematico del motor PMSM en el eje de referencia d — ¢ partiendo

del modelo trifiasicoen el eje a b c.

= Integrar el control interno y desarrollar las superficies de deslizamiento para las salidas

planas del motor PMSM, para hallar las ecuaciones de control del motor PMSM.

= Obtener el modelo matematico del motor PMSM en el eje de referencia «« — 3 con base en
el modelo trifasico en el eje a b ¢ y desarrollar una copia del sistema para cada una de las

funciones FCEM, que seran los valores estimados utilizados para calcular la velocidad.

= Desarrollar el diagrama eléctrico del inversor trifasico, el motor PMSM y comparacién
PWM en el software PSim®e implementar las ecuaciones del control y observador en dia-

gramas de bloques de Matlab Simulink®.

» Desarrollar el circuito eléctrico desde fuente CD, inversor, sensores de corriente, motor

PMSM vy placa de desarrollo.

= Verificar la conexién electica con pruebas a lazo abierto y aplicar el control disefiado al

prototipo.

= Ejecutar pruebas de seguimiento de trayectoria sin par aplicado y ante diferentes perfiles

de par.

= Documentar y analizar los resultados obtenidos en las simulaciones.



Alcances y limitaciones de la tesis

El alcance de este trabajo incluye el disefio e implementacion una placa de sensores de co-
rriente, el desarrollo del esquema de control basado en Modos Deslizantes, su simulacién en
Matlab e implantacion fisica, asi como el diseno del observador GPI, incluida su simulacién e
implantacién. Ademads, se llevaran a cabo pruebas experimentales a baja velocidad en condicio-
nes de torque aplicado, empleando para ello el equipo LabVolt. Por otro lado, las limitaciones
de este trabajo radican principalmente en la disponibilidad del equipo, en especifico el dinamé-
metro del equipo LabVolt, y en la precision de medicién de los sensores particularmente en la

velocidad de medicion y ruido presente en las mismas.
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Capitulo 2

Motor PMSM

A partir de la década de 1950 se introdujeron en las maquinas eléctricas los materiales capa-
ces de retener el magnetismo, lo que fue punto de referencia para la investigacion estas maquinas,
en consecuencia, ocurrié un rapido progreso en la aplicacién de materiales magnéticos, debido
a su alta densidad de energia. En los imanes permanentes, la densidad de energia se define como
producto de la intensidad de campo y la densidad de flujo magnético, por consiguiente, la inten-
sidad de campo es una medida de la calidad de los imanes [18].

Fue gracias a la disponibilidad los imanes permanentes con una considerable densidad de energia,
que se impulsé el desarrollo de las maquinas eléctricas que los incorporan. Los imanes perma-
nentes se introdujeron con el proposito de remplazar los polos debandados, que requieren un su-
ministro de energia, dando como origen las maquinas eléctricas compactas. La implementacion
de los imanes elimina los rotores bobinados y, en consecuencia, los conmutadores. Esto sumado
a la llegada de los transistores de potencia conmutados y dispositivos rectificadores basados en

silicio, permitié el desarrollo del inversor, que asumi6 el papel de conmutador electrénico [18].
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Estructura fisica

El motor PMSM consta de dos componentes principales: el rotor y el estator, los cuales
se encuentran ensamblados dentro de una armadura que permite el giro del rotor mediante un

cojinete, tal como se ilustra en la Figura 2.1.

Figura 2.1: Estator y rotor.

El estator estd compuesto de miltiples devanados que generan campos magnéticos al condu-
cir corriente eléctrica a través de las tres fases. Estos devanados son bobinas de cobre cuidado-
samente aisladas y delicadamente enrolladas alrededor de un nicleo ferromagnético. A su vez,
el rotor consta de un eje con un cilindro de acero laminado, alrededor del cual se colocan imanes
permanentes fabricados con materiales de gran fuerza coercitiva que se mantienen magnetiza-
dos.

Existen diversas configuraciones para el estator y el rotor, ademds de diversas combinaciones
posibles entre ellas. Cada combinacién con ventajas y desventajas en su desempeiio. Sin embar-
g0, la combinacion mas comun empleada es un estator con bobinado concentrado y un rotor de

polos superficiales, debido a su facilidad de manufactura y confiabilidad de su funcionamiento.

12



CAPITULO 2. MOTOR PMSM

Aplicaciones de los PMSM

Los motores sincronos, por lo regular resultan en ventajas econémicas y operativas en la
industria, son de gran utilidad al lidiar con altas potencias de carga, suelen emplearse como: ac-
tuadores en servosistemas, sistemas de propulsion eléctrica y generadores de potencia trifasica.
Los motores sincronos de imanes permanentes, por otra parte, son utilizados fundamentalmen-
te en aplicaciones de baja potencia como servomecanismos para herramientas industriales, por
ejemplo: tornos, fresadoras, bombas de vacio, grias, elevadores, maquinas de corte por ldser y

robotica.

Ventajas y desventajas

Ventajas

= Alta densidad de potencia, es decir en un tamafio compacto se puede desarrollar mucha

potencia.
= Mejor desempefio en estado transitorio debido a la alta densidad de flujo en el entre hierro.

= Mayor eficiencia gracias al hecho de que imanes permanentes no absorben energia eléc-

trica, reduciendo las pérdidas de excitacion.
» Construccion y mantenimiento mds sencillos.
= Reduccién del espacio de instalacion requerido.
= Menor calentamiento debido a menores perdidas, lo que conlleva mejor enfriamiento.

= Controlabilidad en su rango completo de par velocidad.

13



Desventajas

= Mayor costo de fabricacion a causa de los imanes permanentes.
= Posibilidad de desmagnetizacion de los imanes.

= Menor capacidad de modulacion del flujo magnético.

Clasificacion de los PMSM

Los PMSM pueden clasificarse en funcion de la direccion de flujo del campo magnético en

el rotor, lo que los divide en las dos categorias que se muestran a continuacion:

1. Flujo radial: La direccion del flujo circula a lo largo del radio de 1a maquina.

2. Flujo axial: La direccién del flujo es paralela al eje del rotor.

Por otra parte, los motores PMSM pueden clasificarse en funcién de la configuracion del estator,

dando origen a dos categorias nuevamente:

1. Devanado distribuido: Son aquellos que cuentan con una cantidad de ranuras por polos

mayores que 1.

2. Devanado concentrado: Cuenta solo con una ranura por polo y estin espaciadas unifor-
memente alrededor de la circunferencia del motor y las bobinas que forman el devanado

pueden conectarse en serie y paralelo.

Por ultimo, pueden catalogarse en funcién del tipo de rotor utilizado.

14



CAPITULO 2. MOTOR PMSM

1. Rotor de polos salientes: Poseen una inductancia de cuadratura diferente a la inductancia

directa.

2. Rotor de polos superficiales: Poseen una inductancia de cuadratura y directa iguales L, =

L

q

Dentro de las maquinas eléctricas el motor PMSM se clasifica de la manera que se muestra en la

Figura 2.2 [13].
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Figura 2.2: Clasificacion de las mdquinas eléctricas de [13].
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El flujo radial cuenta con una alta aceleracion y alta densidad de potencia, debido a las tales
caracteristicas es muy utilizado en la construccion del PMSM, en conjunto, con un rotor de ima-
nes superficiales y un estator de devanado concentrado. La configuracion previamente mencio-
nada, cuenta con buenas caracteristicas de funcionamiento a pesar de ser simple mecdnicamente

y por consecuencia la mds econdmica.
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CAPITULO 2. MOTOR PMSM

Funcionamiento

Para generar un par electromagnético, es necesaria la existencia de un flujo en el rotor y
una fuerza magneto motriz del estator. Estos deben ser estacionarios entre si, pero que tener un
desplazamiento de fase entre ellos distinto de cero. En el PMSM, flujo necesario en el rotor es
proporcionado por los imanes permanentes, mientras que, en el estator las corrientes que circulan
en los devanados generan la fuerza magneto motriz. La velocidad relativa entre el flujo en el rotor
y la fuerza magneto motriz del estator es cero inicamente si ambos giran a la misma velocidad
y direccion.

La fuerza magneto motriz giratoria en el estator se obtiene inyectando un conjunto de corrientes
polifasicas con desfase igual entre ellas, en los devanados polifasicos. Es decir, en una maquina
de tres fases los devanados estaran desfasados en el espacio 120°, e igualmente, las corrientes
inyectadas en dichos devanados exhiben un desfase de 120° grados eléctricos. Esa configuracion
produce un campo magnético giratorio de magnitud constate y con una frecuencia angular igual

a la de las corrientes [18].

Modo de operacion

En las mdquinas sincronas, la velocidad angular es proporcional a la frecuencia de la co-
rriente de alimentacion del bobinado de armadura, esto debido a que el rotor gira de manera
sincronizada y a la misma velocidad que el campo magnético en rotacion, €l cual se genera co-
mo consecuencia de las corrientes que circulan en estator. En una mdquina bipolar, cada ciclo
de voltaje a través de la bobina es una revolucién del rotor, es decir, la frecuencia eléctrica y la
velocidad mecdnica se sincronizan. Sin embargo, la mayoria de las mdquinas sincronas presen-
tan mds de dos polos, lo conveniente en este caso es solamente centrarse en un par de polos y

considerar el resto simplemente como repeticiones del anterior [19]. En una maquina multipolar,
17



un par de polos se considera como 360 grados eléctricos o 27 radianes eléctricos. La relacion de

entre grados eléctricos y espaciales entonces, es la siguiente:

P

e = =0,, 2.1
€=3 (2.1)

Donde fe es el angulo eléctrico, mientras que @m representa el dngulo mecdnico y p representa

el nimero de polos, o bien simplificando la notacién.
fe = n,t, (2.2)

Donde n,, es nimero de pares de polos, sucede de igual manera el resto de dimensiones angulares,
sus unidades eléctricas serdn n,, veces las de los valores espaciales.
El devanado trifasico produce un campo magnético giratorio, cuya velocidad angular eléctrica

w, en [rad/s] es:
We =2mf (2.3)

Donde f es la frecuencia de los voltajes de estator en [Hz], manteniendo la relacién antes men-

cionada la velocidad angular eléctrica es:
We = Ny, (2.4)

La velocidad del eje, representada en revoluciones por minuto [rpm], denotada por 7,,, se indica

a continuacion:

Ne = _f (2.5)
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CAPITULO 2. MOTOR PMSM

Operacion es estado estacionario

En las maquinas sincronas, las caracteristicas de operacion en estado estacionario se descri-
ben mediante las interacciones de voltaje, corriente de inducido y factor de potencia. En estado
estacionario el motor PMSM se alimenta con tres voltajes, cuya representacion en el dominio del

tiempo, estd dada por la ecuacion 2.6.

v, =V cosw,t
vy, =V cosw.t — 120° (2.6)

v, =V cosw,t + 120°

Donde V' es el voltaje pico y la velocidad angular eléctrica es w. = 27 f. Donde V es el voltaje
picoy w, = 27 f es la velocidad angular. Puede notarse, que los tres voltajes tienen la misma
frecuencia y magnitud, siendo el dngulo de fase la tinica diferencia. Estos voltajes también pueden

representarse en forma fasorial como se muestra en la ecuacion 2.7.

~

V. =V £0
Vi =V« —120° (2.7

V.=V« +120°

Al igual que en los voltajes trifasicos, las corrientes que circulan por las fases pueden represen-
tarse en el dominio del tiempo o mediante su forma fasorial, como se puede ver en las ecuaciones

2.8y2.9.

1qa =1 coswt +
i, =1 coswet + ¢ — 120° (2.8)

i, =1 cosw,.t + @ + 120°
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Considerando que [ es la corriente pico y ¢ es el dngulo entre voltaje y corriente.

~

I, =1£Lp
I, =I14p —120° (2.9)

I, =I4Lp+120°

Una vez definidos los voltajes y corrientes de alimentacion, es necesario analizar los efectos de
las impedancias y reluctancias, la manera mas facil de hacerlo es mediante de un diagrama faso-
rial. Un diagrama fasorial es una representacion gréfica de los fasores de los voltajes y corrientes.
El diagrama de voltajes y corrientes balanceados del PMSM se muestra en la Figura 2.3.

Lo que ocurre en una fase dentro la maquina sincrona en estado estacionario, no depende tni-

~

V.
I, .
We Ia
120°
120 ¥ ~
Wi >V,
120°
i Iy
Vi

Figura 2.3: Diagrama fasorial de voltajes y corrientes balanceados de [21].

camente del voltaje en las terminales, se precisa también, de la resistencia en las bobinas del
inducido, la auto inductancia en las bobinas de inducido y la distorsién del campo magnético
del entrehierro. El estudio de estos tres efectos es parte del desarrollo del modelo de la maquina.
Normalmente el mas fuerte de los tres efectos es la distorsion de campo, llamada también reac-

cion de inducido. Este efecto se produce a causa de la corriente que circula en la inductancia del
20



CAPITULO 2. MOTOR PMSM

estator, es decir es producto de i, circulando por L. Por su parte, la autoinductancia es definida
como L, y la resistencia en el estator es R, [20].

Para transformar las corrientes y flujos a fasores, es necesario transformar también los elemen-
tos pasivos, resistencia R, inductor L y capacitor C' del dominio del tiempo al dominio de la

frecuencia. Las resistencias no tienen cambio al hacer dicha trasformacion.

R=R
Xp =w. L (2.10)
1
Xo=- w.C

Por lo que las reactancias en el dominio de la frecuencia seran las que se muestran en la ecuacion

2.11.
R, =R,
X —w,L 2.11)
Xa :weLa

Combinando las reactancias de inducido y la autoinductancia, se obtiene la reactancia sincrona.

Xi=X+X, (2.12)

Por tanto, el circuito equivalente del motor sincrono, es como se muestra en la Figura 2.4.

Aplicando la ley de voltajes de Kirchhoft, obtenemos que:

Vo=FE,+ 1,X,+ IR, (2.13)

El diagrama fasorial correspondiente a la ecuacién 2.13 se muestra en la Figura 2.5.
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Figura 2.4: Diagrama equivalente modoficado de [19].
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Figura 2.5: Diagrama fasorial de motor sincrono de [19].

Pérdidas de potencia

La potencia maxima de un motor sincrono se determina mediante el par maximo que puede
aplicarse sin pérdida de sincronia, sin embargo, la potencia mecdnica de salida en el eje del
motor, no es la misma que la potencia eléctrica entregada en los terminales de alimentacion del
mismo, esto debe a las pérdidas de potencia que ocurren en los elementos del motor. El flujo
de la potencia en el motor se muestra en la Figura 2.6 [20], una parte de la potencia que entra
al sistema se disipa en: pérdidas por resistencia, pérdidas en el nicleo, pérdidas por friccién y
rozamiento. Mientras que la potencia restante es trasformada a potencia mecdnica, esta se conoce

como potencia electromagnética.
22



CAPITULO 2. MOTOR PMSM

Pentrada l l l ' salida

Presistencia pm’tdeo Pfriccién

Figura 2.6: Flujo de potencia modificado de [20].

La Potencia eléctrica proporcionada en la alimentacién puede calcularse mediante la ecuacion

2.14.
Prorirada = 3V I cos (2.14)

Siendo ¢ el dngulo entre el voltaje y la corriente.
Las pérdidas por resistencia son consecuencia de la resistencia del cobre en los devanados de
armadura, disipando Potencia en forma de calor denotadas por: P,.gsiencia, €Stas pérdidas se

calculan mediante la siguiente ecuacion 2.15 [22].
Presistencia = SIZHG (215)

Las pérdidas en el nicleo son causadas por la histéresis del cobre y corrientes parésitas en el
metal del motor, el resto de las pérdidas son mecdnicas, ocurren por la friccion y rozamiento del
eje con los rodamientos que los sostienen a la carcasa o por la friccion del aire contra el rotor
[21].

Por tltimo, estd la potencia electromagnética, de interés principal para el anélisis en estado es-
tacionario. La potencia electromagnética, es la que se consume en la “fuente” de voltaje E‘a del

diagrama equivalente Figura 2.4. Se calcula como se muestra en 2.16.

~

S=E,I (2.16)
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Donde ] ~es el conjugado de la corriente I, y S es la Potencia aparente [23]. Siendo I, y I - como

se muestra en las ecuaciones 2.17 y 2.18.

- VvV, — E, V E
fo=mtfe Lo 5+ 217
R A 7 UL @17
A*_‘ V.—E, [ Vy E;
" NRaHiXs| 2 Z 2.13)
V E
=L — L0+ p)
1Z| |Z]
Ahora, sustituyendo 2.18 en 2.16 tenemos:
S =FE,I*
_@4(@75)722499 (2.19)
|Z] Z|

De la ecuacion 2.19, se obtiene que la Potencia Real P y la Potencia Reactiva () por fase, se

calculan mediante las ecuaciones 2.20 y 2.21.

VE E?
P=—cos(p—90)— — cosyp (2.20)
Z| |Z]
VE E?
Q=-—-sen(p—4§) — — seny (2.21)
Z] 2]
Entonces la Potencia electromagnética total en las tres fases serd P09, = 3/F. Ahora, si se

s

desprecia la resistencia R tenemos que 7, = X,y ¢ = 7, sustituyendo en 2.20 tenemos:

VE
Piotida = 3——send (2.22)
| X
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CAPITULO 2. MOTOR PMSM

Notese, que la potencia méaxima en la salida se desempefia cuando ¢, también conocido como
dngulo de par, es igual a 5. El dngulo 4 que hay entre v, y V, es positivo para la accién generadora
y negativo para la accion motriz, como se muestra en la Figura 2.7. Este angulo juega un papel
importante en la transferencia de potencia y en la estabilidad del funcionamiento de la maquina

sincrona. Por 1ltimo, una vez calculada la potencia efectiva que se trasmite al eje, el troque

T

~180°  —90°

;

Figura 2.7: Descripcion de dangulo de par de [20].

desempeiiado por el mismo puede calcularse en funcion de la potencia, como se muestra en

2.23.
T = E (2.23)
w
Siendo entonces:
T, = 2.24)
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Inversores y accionadores

En la década de 1950, ademas de los imanes permanentes, se introdujeron los transistores
de potencia y dispositivos rectificadores basados en silicio [18], dando origen a los inversores.
Los inversores son sistemas electronicos para la gestion de energia eléctrica, permitiendo tomar
potencia de una fuente de alimentacién fija para transformarla en una fuente de amplitud y fre-
cuencia variable. Usualmente, este proceso implica el uso de una fuente de energia eléctrica de
corriente alterna con amplitud y frecuencia fijas, que posteriormente se convierte en una fuente
de corriente continua por medio de un rectificador. Finalmente es el inversor quien se encarga
de transformar dicha fuente de CD en una fuente de energia eléctrica con amplitud y frecuencia
variables [24]. Los inversores conmutados de CD a CA son utilizados para alimentar motores de
CA vy, ademads, como fuentes de alimentacion no interrumpibles, donde el objetivo es producir

una salida sinusoidal de CA con magnitud y frecuencia controlables.

Topologias basicas de los inversores

En la industria son utilizadas dos distintas topologias capaces de cumplir los requerimientos

de las fuentes de CA utilizadas por las maquinas eléctricas.

1. Monofasica.

2. Trifasica.

Para optimizar el desempefio de un inversor existen dos conceptos importantes relacionados con

estos tipos de convertidores, dichos conceptos son los siguientes:

= La estrategia de modulacién: que busca aprovechar al maximo la tensioén continua de en-

trada y minimizar los componentes armonicos en la salida.
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CAPITULO 2. MOTOR PMSM

= La arquitectura de aislamiento galvanico: que se utiliza en los controladores y los interrup-

tores electrénicos que forman parte del inversor.

Teniendo en cuenta lo anterior, estas topologias se pueden subclasificar segin la fuente de ali-

mentacion, como se describe a continuacion:

VSI Inversores de fuente de voltaje.

1. Inversores modulados por ancho de pulsos.
2. Inversores de onda cuadrada.

3. Inversores monofésicos con cancelacién de voltaje.

CSI Inversores de fuente de corriente.

La topologia CSI es utilizada especialmente para accionar motores del muy alta potencia, mien-
tras que la topologia VSI es en la priactica mas popular, debido sus a prestaciones fisicas y de
rendimiento.

Un VSI consta de las terminales de alimentacién para el ingreso de CD, tres terminales de salida,
cada una con dos interruptores electronicos de potencia y diodos de flujo libre conectados en los
interruptores para facilitar su apagado como se muestra en la Figura 2.8.

Los interruptores se encienden y apagan a alta frecuencia mediante circuitos de conduccion, a
través de los cuales circulan las sefiales generadas por el sistema de control, proporcionando sa-
lidas aisladas hacia las compuertas del interruptor. En un inversor, los interruptores funcionan
en modo de conmutacién, lo que implica alternar entre dos estados de funcionamiento: el modo
de conduccién o encendido, y en modo de no conduccién o apagado. Los interruptores se conec-
tan con las terminales de salida del inversor, siendo VCD, 0, - VCD respectivamente. Los dos
interruptores de la misma terminal tienen estados opuestos, con el objetivo de evitar un corto
circuito entre los interruptores.
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Figura 2.8: Circuito eléctrico de un inversor trifasico modificado de [22].

Los estados de conmutacion cumplen una secuencia especifica con el propésito de producir un
voltaje y una frecuencia variable en las terminales de salida del inversor. Los sistemas de Mo-
dulacién de Ancho de Pulso por sus siglas en inglés (Pulse Width Modulation PWM), controlan
la conmutacién para obtener los voltajes deseados en los terminales de salida del inversor. Es-
tos esquemas producen las sefiales de activacion de los interruptores electronicos mediante una
proyeccion de las sefiales de voltaje comandadas, los dos métodos PWM mas utilizados son: el
PWM sinusoidal y el PWM trapezoidal.

El PWM sinusoidal compara los tres voltajes de fase generados por el control con una sefial por-
tadora triangular de frecuencia fundamental f, la comparacion de la interseccion de las sefiales
determina los puntos de conmutacion de los interruptores electronicos. Este método se llama

sub armdnico o sub oscilacion, los anchos de pulso varian de manera sinusoidal con la misma
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CAPITULO 2. MOTOR PMSM

frecuencia que la fundamental, mientras su amplitud es proporcional al voltaje de la sefial de
control. Con este método es posible usar la misma onda portadora para las tres fases sin ningtin

inconveniente.

Esquema de control para motores de CA

En el ambito de los sistemas de accionamiento de alto rendimiento, el objetivo principal es
lograr un control que garantice una respuesta dinimica rdpida y un comportamiento estable en
las maquinas de Corriente Alterna (CA). Para alcanzar este objetivo, se emplean diversas técni-
cas destinadas a regular la velocidad, el flujo y el par de los motores de CA. Sin embargo, los
parametros de control convencionales, como el voltaje y la frecuencia de los voltajes y corrientes
aplicados, resultan insuficientes para obtener un control de alto rendimiento de las maquinas en
cuestion. En la Figura 2.9 se muestra el esquema de control utilizado de acuerdo a su clasifica-
cion.

En este contexto, se ha introducido el convertidor electrénico de potencia para controlar la in-
terfaz entre la red de suministro y los motores eléctricos. En la mayoria de los casos, se em-
plean convertidores de CA-CD-CA, también conocidos como inversores, en los accionamientos
de maquinas de CA, estos convertidores son altamente complejos y se utilizan para alimentar
los motores en aplicaciones que requieren velocidad ajustable. Ademas de los convertidores de
CA-CD-CA, existen otras alternativas, como: los convertidores de CA-CA directos, el ciclo con-

vertidor y el convertidor de matriz [25].
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Figura 2.9: Esquemas de control.
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Capitulo 3

Control por modos deslizantes (SMC)

Contexto historico

La mayoria sistemas fisicos precisan la implementacion de términos discontinuos en su dina-
mica, puesto que en todo modelo mecdnico surgen términos discontinuos, como la friccion. Este
hecho ha sido aprovechado ampliamente desde principios del siglo XX para la regulacion de sis-
temas dindmicos. Sin embargo, a mediados del siglo XX, la llegada de la teoria de las ecuaciones
diferenciales con lados derechos discontinuos, establecido las bases para estrategias de control
con retroalimentacion discontinua o teoria de sistemas de estructura variable. En este enfoque
las entradas de control toman valores de un conjunto discreto, que pueden ser estados de un inte-
rruptor o un conjunto de funciones de control por retroalimentacion predisefiadas. La légica de
conmutacion se disefia de manera tal que la dindmica del sistema en lazo cerrado, sea dominada
por una propiedad de contraccion, causando la estabilizacién de conmutador y con ello inducien-
do trayectorias deseadas. Con esos principios como base surge el control por modos deslizantes

en la década de 1950 [26].
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Caracteristicas

La principal caracteristica de esta técnica, es la eleccion de una superficie de conmutacion
del espacio de estados, capaz de cumplir las especificaciones dindmicas deseadas del sistema en
bucle cerrado. La l6gica de conmutacién y, por tanto, la ley de control, estdn disefiadas de modo
que las trayectorias de estado lleguen a la superficie y permanezcan en ella.

Una vez elegida la Funcién de Deslizamiento Restrictivo, o por sus siglas en inglés (Constraint
Sliding Function CSF), de acuerdo con las especificaciones de disefio, ya sea la dindmica estabi-

lizadora o seguimiento, pueden aparecer dos dificultades:

» La CSF debe ser de grado relativo uno. En otras palabras, al realizar una unica diferencia-
cion una vez para esta funcion con respecto al tiempo, debe surgir el término de control.

Este requisito garantiza la existencia de un movimiento deslizante.

= La CSF puede ser definida en funcién de la totalidad del estado, y no limitarse a las salidas

medidas.

Para evitar la primera dificultad se puede usar una nueva CSF de grado relativo uno, esto puede
hacerse reescribiendo las ecuaciones, otra opcion es el disefio de un controlador de orden supe-
rior. Por otra parte, para la segunda dificultad, cuando la CSF depende de otras variables ademas
de los medidos, puede usarse un observador que proporcione una solucién natural.

Las principales ventajas de este método son:

= Su robustez frente a una gran clase de perturbaciones o incertidumbres del modelo.

= La necesidad de una cantidad reducida de informacién en comparacion con las técnicas de

control clasicas.
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= La posibilidad de estabilizar algunos sistemas no lineales que no son estabilizables me-

diante leyes de retroalimentacién de estado continuo.

Ahora, se han vuelto mas populares en la comunidad industrial, debido a su solidez, facilidad de
implementacion y aplicabilidad a problemas complejos. Se han desarrollado aplicaciones como:
Control de motores eléctricos DTC, observadores y reconstruccion de sefiales, sistemas mecani-

cos, control de robots y manipuladores, entre otros [26].

Origen

El interés en el “Control por Modos Deslizantes” se remonta a varios afios atras, debido las
diversas caracteristicas que lo distinguen. Entre ellas destacan su simplicidad de disefio, su resis-
tencia a variaciones dindmicas y perturbaciones externas, asi como su capacidad de operar tanto
en regulacion como en control de trayectoria.

El Control por Modos Deslizantes surgié en el contexto de la bisqueda de las hoy denominadas
leyes robustas de control. A principios de la década de 1960, se presentaba la necesidad de de-
sarrollar un control que fuera insensible a las variaciones del sistema a controlar, ya que en ese
entonces no existia un método capaz de proporcionar una compensacion adecuada para emplear
las altas ganancias requeridas para lograr la insensibilidad paramétrica.

La técnica de Control por Modos Deslizantes es esencialmente una consecuencia del control
discontinuo, ya que parte de su forma mas sencilla, el control bang bang. El desarrollo de esta
técnica llevo a la solucion de problemas de sinterizacion, desde linealizacién y robustez, hasta

optimizacién del tiempo [26].

33



Consideraciones de diseno

En el control no lineal robusto, como el Control por Modos Deslizantes, el disefio se sustenta
en el modelo nominal del sistema y contempla alguna caracterizacién de las incertidumbres del
sistema. Ademas, hace uso de mediciones de estado del sistema. El modelo matemadtico se cons-
truye a manera de una descripcion matematica del sistema fisco a controlar. Sin embargo, los
modelos muy precisos no siempre son los mejores, ya que pueden requerir un andlisis y disefio
innecesariamente complejos, por ello se mantiene solo lo esencial y se descarta lo insignificante
en la dindmica. No obstante, para el control no lineal el modelado debe proporcionar una carac-
terizacion de las incertidumbres de modelo ademas del modelo mismo.

No existe un método general para disefio, sino una coleccién de técnicas alternativas y comple-
mentarias, ya que el objetivo es desarrollar un controlador justificable mediante analisis y simu-
laciones. Las tareas de control, debido a los efectos de la no linealidad, requieren movimientos
de largo alcance, alta velocidad o una combinacién de ambos. Estas tareas se clasifican en dos
tipos: regulacion o estabilizacion. Su implementacion puede ser mediante con un regulador o un
rastreador respectivamente. Un regulador lleva la salida a un punto de equilibrio, mientras que,
un rastreador realiza un seguimiento de forma que la salida trace una trayectoria que varia con
el tiempo. En ambos casos el objetivo es reducir a cero el error en la salida, para ello se utiliza
el concepto de estabilidad asintética y robustez. El seguimiento asintético implica que en lazo
cerrado los estados iniciales adecuados alcanzan un error de seguimiento cero de manera asin-
tética, es decir, comenzando en cualquier parte, el error tiende a cero cuando el tiempo tiende a
infinito. Por su parte la robustez es la sensibilidad a los efectos no considerados en el sistema,
perturbaciones, ruido de medicién y dinimica no modelada. La robustez es resistente a pertur-
baciones persistentes en el comportamiento del sistema. Por lo cual es relevante cuando se busca
garantizar la estabilidad en el modelo nominal, la precision y respuesta de trayectorias.

Con el objetivo de obtener seguimiento asintético, durante el disefio se parte de la suposicién de

que la trayectoria deseada cuenta con derivadas continuas y acotadas de orden igual al sistema.
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Ademas, se asume que el estado a controlar y sus derivadas estan disponibles. Sin embargo, en
algunos casos lo anterior no se cumple, por lo que es necesario hacer un modelo de referencia
para obtener las sefiales derivadas requeridas. Para que la estimacion de las sefales requeridas
logre su cometido, debe ser suficientemente rapida y cercana a la sefial. Muchos controladores
usan retroalimentacién anticipada, sumada a la retroalimentacion del sistema, esto para cancelar
los efectos de todas las perturbaciones conocidas, obteniendo estabilidad del sistema. Lo anterior
se hace mediante observadores de orden superior con el fin de aumentar la robustez aprovechan-
do la flexibilidad extra que estos otorgan. Es decir, la estimacion de variables es de utilidad para

el desarrollo del control y la robustez del mismo ayudando a mejorar el desempeiio del sistema

[1].

Fundamentos teoricos

Superficies deslizantes

Considerando un sistema dindmico de una sola entrada tal que:
™ = f(z) + b(z)u (3.1)

Donde x es la salida u la entrada de control, x = [z, 4, -- , 2"~ V]7 es el vector de estado.

En la ecuacion 3.1, la funcién f(x), que en general es no lineal. No es exactamente conocida,
pero su imprecision estd acotada superiormente, por una funcién de x continua y conocida. De
manera similar, la ganancia de control b es desconocida, pero se conoce su signo y esta limitada
por funciones de = continuas y conocidas.

La problematica del disefio de control radica en obtener un estado x para realizar el seguimiento

) (n—l)}T

de un estado especifico variante en el tiempo x4 = |24, Ta, - , 2, en presencia de la
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imprecisién de f(z) y b(x). Para que la tarea de seguimiento sea posible usando un control finito

u el estado inicial deseado x,(0) debe ser:
x4(0) = x(0) (3.2)

En un sistema de segundo orden, por ejemplo, la velocidad y posicion no puede dar “saltos”,
por lo que, si no se desea un transitorio, la trayectoria deseada para ¢ = () necesariamente debe
iniciar en la misma posicién y velocidad que la planta [1].

Ahora para simplificar la notacién, siendo * = = — x4 el error de seguimiento de la variable x

entonces:

Es el vector del error de seguimiento. Lo que nos permite definir una superficie variante en el

tiempo S(¢) en el espacio de estados R"™ para la ecuacion escalar s(x;¢) = 0 dada por 3.3.

d n—1
s(xz;t) = (a + )\) x (3.3)

Donde A es una constante estrictamente positiva.

Por ejemplo, sin = 2

Vemos entonces que s es simplemente una suma ponderada del error de posicion y el error de
velocidad.

Con n = 3 tendremos:

AT+ AT

=)
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CAPITULO 3. CONTROL POR MODOS DESLIZANTES (SMC)

Dada la condicién inicial 3.2, el problema de seguimiento x = x, es equivalente a permanecer
en la superficie S(t) para todo ¢ > 0. Asi s = 0 representa una ecuacién diferencial cuya tnica
solucién es & = 0 dadas las condiciones iniciales de 3.2. Por lo tanto, el seguimiento del vector
n-dimensional x; puede reducirse a mantener el valor escalar de s en cero. Es decir, el problema
original de seguimiento en x, puede reemplazarse por un problema de estabilizacién de primer
orden en s.

Partiendo de 3.3 podemos observar que la expresién de s contiene a 2"~V y se solo se debe
diferenciar s una vez, para que la entrada de control u aparezca. Ademas, los limites de s pueden
ser directamente traducidos a los limites de seguimiento del vector de error z, por lo tanto, s
representa una medicion real del desempefio del seguimiento. Especificamente asumiendo que

z = (0 podemos obtener que:

Vi>0,|5(t)] <0 =VYt>0,29(t) < (2)\)'e (3.4)

Donde £ = ® /A1),

Partiendo de la definicion de 3.3, tenemos que el error de seguimiento & puede ser obtenido de
s a través de una secuencia de filtros pasa bajas de primer orden, como se muestra en la Figura
3.1 donde p = d% es el operador de Laplace, y; es la salida del primer filtro y se denota por la

expresion 3.5.

RN NS U N S N IR RS B B
P+A p+A p+A €z
. _/
~
n — 1 bloques

Figura 3.1: Calculo de limites en = de [1].

i
() = [O e =T g(T) dT (3.5)
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De |s| < ® tenemos:
t
@] <@ [ DT T = (@/3)(1 - e ) < B/
0

Podemos aplicar el mismo razonamiento al filtro de segundo orden y asi sucesivamente hasta

Yn_1 = X y entonces obtenemos:
iz < ®/NT=¢

De forma similar (") puede considerase como obtenida a través de la Figura 3.2 de la cual, se

tiene |z | < ®/A\" 1~ donde z; es la salida del filtro (n — i — 1) ademds tomando nota de que:

P 7p+A—A71 A

P+A pE+A T pEA
o L ... Ao L e L
p+A p+A p+A p+A x
h. _/ h. _/
T T
n — 1 — 1 bloques 1 bloques

Figura 3.2: Célculo de limites en 2 de [1].

La secuencia de la Figura 3.2 implica que:

‘ P A :
15 (58) (1+3) =

Por lo tanto, los limites estin dados por 3.4, finalmente en caso de que z(0) # 0 los limites 3.4

se obtienen asintéticamente dentro de una constante de tiempo (n — 1)/A.

El problema de primer orden simplificado de mantener el escalar s en cero, puede lograrse eli-
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giendo una ley de control « de 3.1 de tal manera que fuera de la superficie S(t) se cumpla que:

< —ls| (3.6)

b
IS

Esencialmente, 3.6 establece que el cuadrado de la distancia a la superficie, es medido como 52

y disminuye a lo largo de toda la trayectoria del sistema, por lo tanto, restringe las trayectorias
para que apunten hacia la superficie S(), como se muestra en la Figura 3.3.

Una vez en la superficie, la trayectoria del sistema permanece en ella, ya que satisface la condicién
3.6 o condicién deslizante, haciendo que la superficie sea un conjunto invariante. Ademds, como
puede verse en 3.6, algunas perturbaciones o dindmicas inciertas pueden ser toleradas mientras
se mantiene la superficie invariable. Graficamente esto corresponde con lo mostrado en la Figura
3.3, las trayectorias pueden “moverse” mientras contintien apuntado a la superficie. Aquella S(t)
que cumple 3.6 se denomina superficie deslizante, y el comportamiento del sistema una vez en

la superficie, se denomina régimen deslizante o modo deslizante.

S(t)

Figura 3.3: Condicion deslizante de [1].

Otro aspecto interesante del conjunto invariante S(t) es que una vez en él, las trayectorias del
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sistema estan definidas por la ecuacién del propio conjunto.

En otras palabras, la superficie S(t) es tanto un lugar como la dindmica. Este hecho es una inter-
pretacion geométrica de la observacion anterior, el cual sefiala que la definicién 3.3 nos permite
remplazar un sistema de enésimo orden por uno de primer orden.

Finalmente satisfaciendo 3.6 se garantiza que si la condicién 3.2 no se verifica exactamente, es
decir si x(t = 0) estd fuera de z,4(t = 0), la superficie S(t) puede ser alcanzada en un finito
periodo de tiempo menor que |s(t = 0)|/7.

Asumiendo, por ejemplo, que s(t = 0) > 0y que f4icance €8 €l tiempo requerido para alcanzar la

superficie s = 0 e integrando 3.6 entre t = 0y t = t,jcance t€NEMOS que:

0— ‘;(f == 0) = S‘(ﬁ = talcance) - S(t = 0) S *n(talcance - O)

Lo que implica que:

talcance < S(t - O)/T]

Se podria obtener un resultado similar empezando con s(t = 0) < 0 y de este modo:

talccmce S |S(t = 0)|/Ti

Ademds, la definicién 3.3 implica que una vez en la superficie el error de seguimiento tiende
exponencialmente a cero con una constante de tiempo (n — 1)/A.

El sistema tipicamente implementado para satisfacer la condicién 3.6 es ilustrado en la Figura
3.4 para n = 2. La superficie deslizante es una linea en el plano de fase con pendiente — A y con-
trayéndose al punto variante en el tiempo x4 = [14, #,4]" empezando con una condicién inicial

cualquiera, la trayectoria de estado alcanza la superficie variante en el tiempo, en un tiempo finito
40



CAPITULO 3. CONTROL POR MODOS DESLIZANTES (SMC)

menor que |s(t = 0)|/n y luego se desliza por la superficie exponencialmente con una constante
de tiempo igual a 1/\.
En resumen, la idea principal de la ecuacion 3.3 y 3.6 es tomar una funcién con buen desempenio

A

tiempo finito de modo deslizante

fase de alcance convergencia exponecial

xa(t)

pendiente *A
5=10

Figura 3.4: Interpretacion grifica de las ecuaciones 3.3 y 3.6 de [1].

en el seguimiento del error s, de acuerdo con 3.3, luego seleccionar una ley de control por retro-
alimentacién u de tal manera que s? permanezca como una funcién tipo Lyapunov del sistema
en lazo cerrado, a pesar de la presencia de imprecisiones del modelo y las perturbaciones.

El procedimiento del diseno del controlador consta de dos pasos. Primero como se mostrd, una
ley de control por retroalimentacién u es seleccionada para verificar la condicién de desliza-
miento. Sin embargo, para considerar las imprecisiones del modelo y las perturbaciones, la ley
de control debe ser discontinua a través de S(¢). Dado que el control por conmutacién es im-
perfecto, lo que provoca la existencia de cascabeleo, este no es deseable en la practica, ya que
implica una alta actividad de control y con ello una activacién de la dindmica de alta frecuen-
cia descuidada durante el modelado (modos de frecuencia sin modelar, retardos no considerados
etc.).

Por lo que la ley de control discontinuo u se suaviza adecuadamente para lograr un equilibrio

optimo entre el ancho de banda de control y la precision de seguimiento.
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> T

s=0

Figura 3.5: Cascabeleo como resultado de un control imperfecto de conmutacién de [1].

Dinamica equivalente de Filipov

Los sistemas en movimiento sobre la superficie deslizante, pueden dar una interesante inter-
pretacion geométrica como un promedio de la dindmica el sistema a ambos lados de la superficie.

La dindmica en modo deslizante puede escribirse como:

§=0 (3.7)

Al resolver formalmente la ecuacién para la entrada de control podemos obtener una expresion
para u llamada control equivalente w.,, que puede ser interpretada como una ley de control con-

tinua que mantiene s = 0 si la dindmica es exactamente conocida. Por ejemplo, para el sistema

T=f4u

42



CAPITULO 3. CONTROL POR MODOS DESLIZANTES (SMC)

Tenemos:

Ueqg = *f + .’fl‘d — AT

La dinamica del sistema en modo deslizante es:

F= f 4 ey = Fg— AT

Geométricamente la equivalencia del control, se puede construir:

Ueg = iy + (1 — a)u_ (3.8)

Como una combinacién convexa de los valores de  para los dos lados de la superficie S(t), el
valor de o puede ser obtenido formalmente de 3.7 que corresponde al requerimiento de que las
trayectorias del sistema sean tangentes a la superficie, la construccion intuitiva estd resumida en
la Figura 3.6 donde [, = [# [+ uy]ydeformasimilar f_ = [& f+u_]y foy = [T [+ tey).
La justificacién formal fue derivada por el matematico ruso A.F. Filippov [27].

Regresando a lo anterior, el movimiento deslizante corresponde a un comportamiento limitante

s<0

Figura 3.6: Construccion de Filippov de la dindmica equivalente en modo deslizante de [1].

por las conmutaciones de control producidas infinitamente rdpido, la solucion formal a o de 3.7

y de 3.8 puede interpretarse como la resistencia promedio de la trayectoria en el lado s > 0.
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Dados los limites de las incertidumbres en f(z) y b(x) construir la ley de control que verifique

la condicidn deslizante 3.6 es sencillo. Ejemplo bésico:
I=f4u (3.9)

Donde u es la entrada de control y x es la salida escalar de interés y la dindmica f (posiblemente
no lineal) no es exactamente conocida, pero puede ser estimada como f . El error de estimaci6n

en f se asume como un limite de alguna funcién conocida F' = F(z, i).

f=fI<F (3.10)
Por ejemplo, en el sistema dado:

&+ a(t)i® cos3z = u (3.11)

Donde a(t) es desconocida, pero cumple que:

1<a(t) <2
Tenemos que:

[ = —1,5i% cos 3z F = 0,54%| cos 3x|

Con el fin de tener un sistema de seguimiento x(t) = x4(t) definimos la superficie deslizante

s = (0 de acuerdo a 3.3.

d .
§ = (Jr)\) T =12+ AL (3.12)
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Tenemos:

§=0 —dg— ANe=f+u—iq+ M\t (3.13)

La mejor aproximacion @ de una ley de control continua que alcanza s = 0 es:

G=—f+iq— & (3.14)

Note que @ puede ser interpretada como la mejor estimacion del control equivalente. Con el fin
de satisfacer la condicién deslizante 3.6 a pesar de la incertidumbre de la dindmica f afiadimos

a ¢ un término discontinuo a través de la superficie s = 0:

w="1u—Fk sgn(s) (3.15)

Donde sgn es la funcién signo:

sgn(s) = +1 si s>0

sgn(s) = —1 si s <0

Eligiendo k& = k(z, ) en 3.15 lo suficientemente grande podemos garantizar que 3.6 se cumple

entonces de 3.13 y 3.15 tenemos:

Haciendo:

k=F—n (3.16)
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De 3.10:

1d
— 2 <yl
i’ = sl

Note de 3.16 que la discontinuidad de control & a través de la superficie s = 0 incrementa con
el aumento de la incertidumbre paramétrica, también note que f y F necesitan solo depender de
x o &. De forma general, deben ser funciones de alguna variable medida, externa al sistema y

depender solo explicitamente del tiempo ¢.

Control integral

Un resultado similar puede ser obtenido usando un control integral. Formalmente haciendo
J5 &(r) dr como la variable de interés el sistema 3.9 se vuelve ahora de tercer orden relativo a

esta variable:
d 2 , L
§ = (— + )\) (/ .c?:dcr’) =T 42T + N\ [ Tdr
dt 0 Jo
Obteniendo en lugar de: 3.14
Q= —f+4iq— 2\ — N’z

Con 2.15 y 2.16 formalmente sin cambios note que [} & dr puede ser remplazado por [* # dry la
integral puede ser definida con una constante, la cual puede ser elegida para obtener s(t = 0) = 0

independientemente de x:4(0) por lo que tenemos:

. t .
s =&+ 2\T + Xé’f Zdr — #(0) — 227(0)
0
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Margenes de ganancia

Asumiendo que 3.9 se remplaza con:

&= f+bu (3.17)

Donde la ganancia del control (posiblemente variante en el tiempo o dependiente de estado) b,

es desconocida, pero se conocen sus limites:

0< bmm S b S bmax (318)

Dado que la entrada de control entra multiplicativamente en la dindmica, es natural elegir nuestra

estimacién b de la ganancia b como la media geométrica de los limites anteriores.

?) = (bm-iﬂ. bmaw)l/z

Los limites se pueden escribirse de la forma:

gl<-<p (3.19)

Donde:

-3 = (bvfm:m/bmin)l/2

Dado que la ley de control se disefiard para ser robusta a la incertidumbre multiplicativa acotada
en 3.19 llamaremos a [ margen de ganancia de muestreo de disefio, por analogia con la termi-

nologia utilizada en el control lineal. Tenga en cuenta que /3 debe ser variante en el tiempo o
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dependiente del estado aunado a ello tenemos:

fl

Bt<<p

fl

La incertidumbre también puede venir directamente de 3.19 por ejemplo si la accién de control
u en si misma es generada por un sistema dindmico lineal.

Con s y @ definidas como antes, se puede mostrar ficilmente que la ley de control es:

w=b""[a — k sqn(s)] (3.20)

Con:

k> B(F —n)+(8—1)[D (3.21)

Se satisface la condicién deslizante. El uso de 3.20 en la expresion de s lleva a:

$=(f— bEA)_lf) +(1-— b?)‘l)(—:i'd + AT) — b1k sgn(s)

Y k tiene que cumplir lo siguiente:

k> |bbtf — f+ (bt = 1)(—ig + AZ)| + nbb—"

Dado f = f + (f — f), dénde |f — f| < F, esto a su vez conduce a:

k> b F 4 nbb 4 [bb =1 - | f — i+ M

Asi en 3.21, notese que la discontinuidad de control se ha incrementado para tener en cuenta la
incertidumbre en la ganancia de control b.

Es util detenerse en este punto y preguntarse si una accién de control diferente obtenida por
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algtin otro método podria lograr la misma tarea. La respuesta a esta pregunta es que, dada una
trayectoria deseada factible, existe una funcién temporal de control uniforme tinica que la sigue

exactamente.

u(t) = b(wa) " ia — f(za)] (3.22)

Por lo tanto, cualquiera que sea el método, la funcién temporal de control resultante serd la misma
y, por lo tanto, el uso de este enfoque particular simplemente proporciona una manera directa
de llegar a esa funcién temporal. Debido a que requerimos que se logre un seguimiento perfecto
incluso en presencia de incertidumbre paramétrica, esta funcién temporal se construye a través de
un proceso de promediado de conmutaciones discontinuas infinitamente rapidas, llamado control

equivalente, que es precisamente 3.22 [1].

Diseno de control

Para el disefio del control SMD del motor PMSM, comienza por el modelo matematico del

PMSM Para ello se tienen en cuenta algunas consideraciones.

1. Debido a los devanados con distribucion sinusoidal el campo magnético producido en
estado estable es de magnitud fija y velocidad constante, por lo que los arménicos no tienen

influencia en la dindmica y por esa razén se ignoran en el modelo.

2. Suponemos que la fuente de alimentacion no tiene arménicos de conmutacion ya que pue-

den considerarse como ruidos que seran filtrados por la inductancia del devanado.
3. Suponemos una distribucion de densidad de flujo sinusoidal en la periferia del entre hierro.

4. Las pérdidas en el entre hierro son ignoradas en el modelado, del mismo modo que la

saturacion magnética y las pérdidas parasitas.
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5. Se suponen los EMF inducidos en los devanados de fase son sinusoidales.

Dichas consideraciones son llevadas a cabo en el apéndice A para el modelado del PMSM en el
eje de referencia a b ¢ y su posterior transformacion al marco de referencia d_g. Partiendo de las

ecuaciones obtenidas en 6, entonces para comenzar con el disefio partimos del modelo en d_g:

di
Lgﬁ = —Ryiq + Lgignyw + uqg (3.23)
di
Lsﬁ = —Ryiy — Lgignyw — Kyw + u, (3.24)
dw 3 .
N et

=Ky

Para el control por modos deslizantes comenzaremos renombrando las salidas planas del sistema

de la siguiente forma:

g = Fy (3.26)

w=F (3.27)

Ahora sustituyendo 3.26 y 3.27 en 3.23 y 3.25 y reordenando tenemos:

ug = LFy + R.Fy — Lyign, Fy (3.28)
N

, J .. BF,

Iy = EFQ + K, (3.29)
Y sustituyendo 3.29 en 3.24
LsJ .. LB+ R,J . BR,

u, = —— F. - —F: L.F, + K, F: 3.30
Ug K, 5+ K, b + (L Fy + Jth)z (3.30)

= Pt

= 2
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CAPITULO 3. CONTROL POR MODOS DESLIZANTES (SMC)

De lo anterior se obtiene como resultado las siguientes ecuaciones:

ug = Ly + fi (3.31)

u, = ok + f (3.32)

Para introducir el control por modos deslizantes al sistema incluiremos controles internos a partir

de las ecuaciones 3.31 y 3.32 resultando de la siguiente forma:

g = LVauz1 + f1 (3.33)

g = aVusz + f (3.34)
Igualando las ecuaciones obtenemos lo siguiente:

LSFI + fl :LsVauml + fl
fi (3.35)

: A
Fl :Vam:l + L—b

QFQ + j2 :stau;rQ + fZ

. AT
B~V + 22
[0

(3.36)

Con la finalidad de implementar un control robusto para el sistema se utilizard un elemento
integral. Por lo cual considerando el orden de las dos salidas planas del sistema y partiendo de

la ecuacion general propuesta por [1], que se muestra a continuacion:

S = (% + )\)n ( [ (7) d.t) (3.37)

Donde ¥ = x — x” siendo x el estado del sistema y x* el estado deseado.

A es una ganancia de control.

( % + )" la ecuacién de orden n para obtener la superficie de deslizamiento y [(Z) dt el elemento
integral.
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Desarrollando la ecuacién para las dos salidas planas obtendremos las superficies de desliza-
miento S7 y S» y utilizando las ganancias de control ¢; > 0y ¢o > 0. El desarrollo para .S es el

siguiente:

d *
Sl = (aﬁ‘(ﬁl) /(FL—Fl)dt

(3.38)
S =(Fi = F{) + ) [(Fi = FY)
El desarrollo para S, resulta como se muestra a continuacion:
J 2
SQ = (a + Cz) f(Fz — F;)dt
) (3.39)
Sy =(Ey — E) + 2e5(Fy — FJ) + ¢2 [(F2 _ E)dt
Ahora suponiendo que Sp =0 y Sy =0 y sustituyendo 3.35 y 3.36
Sy =0=(Fy — F}) + c1(Fy — FY)
Af (3.40)
:(I/au:cl + ? — Ff) +(31(F1 — Fl*) — Vmﬂ,l § 2(':1
Sy =0=(Fy — E}) + 2c3(Fy — F}) + A(Fy — Fy)
Afy - ‘ . (3.41)
=Vauaa + — )+ 2e0(Fy — Fy) + c}(Fo — Fy) <= Vo < 2co

Ahora una vez obtenidas las superficies de deslizamiento se propone una ecuacion para el calculo

de los controles auxiliares

Vauat = = Vega|sign(Sy) (3.42)
Viaz = —Aa|Vigt | sign(Ss) (3.43)
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CAPITULO 3. CONTROL POR MODOS DESLIZANTES (SMC)

Partiendo de las ecuaciones 3.40 y 3.41 podemos encontrar una ecuacion para V., y Ve, tal que:

. AF
Vegr = —F) —e(FL — F)) — L_J;l (3.44)
o [ - ok 2 * AfQ

Partiremos de 3.44 y 3.45. Bajo las condiciones antes mencionadas y suponiendo un error limi-

tado y acotado para A f; y A f, podemos acotar las funciones HA/P[] 1|y \Vqu|.

A 2
Veqi| = 2¢1|F1 — FY| + 3 (3.46)
Vegr) = |E5| + dea| By — Fy | + 263|F> — Fy| (3.47)

53






Capitulo 4

Observadores

A menudo, durante el disefio de sistemas de control, suele suponerse que todas las variables
de estado del sistema se encuentran disponibles para su medicién. Si no es posible medir todas
las variables, lo cual es comtin en casi todos los sistemas de control, no se puede implementar
la ley de control. Por lo que son posibles dos enfoques, replantear el control para funcionar sin
conocer las variables faltantes o bien estimar los valores faltantes para sustituirse en la ley de
control. Resulta ser mucho mas simple lo segundo, ya que se sustituird la aproximacién por el
estado no disponible. Se considera el disefio en dos partes, primero disefio del controlador su-
poniendo que todas las variables estdn disponibles y después disefio del sistema que produce la
aproximacion de los estados, este sistema, en un entorno determinista se denomina observador
[28].

Un dispositivo, programa o computador, que estima variables de estado, es llamado observador.
[29]. Desde 1964, los observadores han formado parte integral de numerosos disefios de siste-
mas de control, ya que ademads de su utilidad practica, la teoria estd asociada intimamente con
conceptos fundamentales de controlabilidad, observabilidad, repuesta dindmica y estabilidad,

proporcionando un entorno donde todos estos conceptos convergen [28].
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Observadores de estado

Observadores de orden completo

Cuando un observador estima todas las variables de estado del sistema se denomina obser-
vador de orden completo. Siendo el sistema a observar como se muestra en 4.1, el observador de

orden completo estd dado por la siguiente ecuacién 4.2.

& =Ax + Bu
(4.1)
y =Cux
¥ =A%+ Bu + K.(y — Ci)
(4.2)

=(A-K.C)it + Bu+ K.y

Observadores de orden reducido

En otros casos se requiere la observacion solo de variables que no se miden y no de las que
son medidas directamente. Estos observadores que estiman menos de n variables donde n es
el orden del sistema, se llaman observadores de orden reducido. Por otra parte, un observador
de orden minimo que solo estima las minimas variables es un observador de estado minimo.
Partiendo del sistema lineal representado en sistema matricial 4.3 y 4.4.

T A Ap 3 by
— + u (4.3)

T Ay Agp To by
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CAPITULO 4. OBSERVADORES

X
i (4.4)

Yy = [ 10
Ta

Donde z; € R™ yuxy, € R™,tal que n; + ny = n. Los elementos de las matrices A y b son
particionados y correspondientes a estas dimensiones.
Para el caso particular del observador de estado minimo n; = 1.
Los observadores de estado estiman basandose en las mediciones de las variables de salida y de
control. Un observador es un subsistema que reconstruye los estados de la planta, es una réplica
matematica del sistema. Para que se pueda construir el observador, el sistema de interés debe
satisfacer la condicion de observabilidad, una propiedad matematica que nos permite saber si el

observador converge [29].
[C*A*C ... PAYTI(C) (4.5)

Una vez disefiado un observador para un sistema lineal, que produce una estimacién del vector
de estado. No se desea, que un disefio de control, que de otro modo seria estable, se vuelva
inestable cuando se implemente mediante la introduccién de un observador. Afortunadamente,
los observadores no alteran las propiedades de estabilidad cuando se introducen. Un observador
no cambia los valores propios de lazo cerrado del sistema, sino que simplemente agrega sus

valores propios. Los resultados son similares para sistemas con leyes de control no lineales [28].

Observador GPI

Las técnicas de control requieren robustez para garantizar un buen rendimiento, es por ello
que a falta de la medicion de algin estado del sistema o para la estimacién de alguna perturbacion
se utilizan observadores.

La teoria de observadores GPI es relativamente reciente. Su uso para la observacion de siste-
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mas lineales se desarrollé en [30]. Mientras que el concepto de Observador GPI se introdujo por
primera vez en [31]. Este tipo de observadores ofrece una robustez a perturbaciones acotadas po-
linomiales mediante la integracion iterada del error, que puede garantizarse de la misma manera
que en un control PID clésico, pero evitando el término derivativo y sus desventajas, principal-
mente la sensibilidad al ruido [31] [32].

El observador GPI, se construye afladiendo una combinacién lineal finita de componentes in-
tegrales iterados, ya sea de la entrada o de la salida segiin se requiera. La técnica consiste en
substituir ecuaciones diferenciales que describen el sistema, por sistemas perturbados de inte-
gracién pura, simplificados. De esta manera cualquier variable del sistema depende del orden o
se ve influenciada por una perturbacion, lo que lleva a que tanto el estudio de estabilidad como
de robustez sean respecto a perturbaciones particulares.

De acuerdo con la teoria propuesta en [33] y [34], se construye la siguiente ecuacion diferencial

no lineal de enésimo orden perturbada con una entrada y una salida.

Y () = 0t y(0),§(0), - y" ") + St y)u + (1) (46)

Donde #(+) considera la dindmica no modelada desconocida (perturbacion endégena) y ((-) la
perturbacién externa. Ambas consideradas de cardcter desconocido pero acotado, denotadas por

medio de £(¢). Dando como resultado la expresién 4.7.

y" () = &) + o(t.y)u (4.7)

Tal que £(¢) es m-diferenciable y uniformemente acotado, cumpliendo que |£(¢)| < K donde K
es real y finito. Y para todo ¢(¢, y)u # 0 el sistema es controlable y puede llamarse diferencial-
mente plano.

En los observadores GPI mientras mayor sea la cantidad de estados extra, mejor sera la precision
del observador, esto porque se reduce el error de salida con cada componente integral agregado.
Ademads, se obtiene una identificacién asintética de la sefial de entrada y brinda un amplio rango
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CAPITULO 4. OBSERVADORES

de operacién para el que se mantiene la estabilidad [31] [33].

Debido a su construccion es necesario el uso de altas ganancias para que el observador GPI re-
construya correctamente los estados o perturbaciones, por ello las mediciones ruidosas pueden
afectar su operacion. El ruido de medicién es afectado proporcionalmente por las ganancias del
observador. Dicha dindmica, escalada por ganancias muy grandes, puede afectar la convergen-
cia del observador. Las altas ganancias llevan también a la aparicién de “picos” iniciales. como
una solucién para lo anterior se hace necesaria la implementacion de “embragues”, para la suave
estimacion de las variables requeridas [32].

Por ejemplo, para el sistema de segundo orden dado en 4.8, donde k representa ¢(¢,vy)u, el ob-
servador GPI serd de la forma que se muestra en 4.9

U1 = o @8)

2 = ku+&(1)

Donde el error de observacion estd dado por la ecuacién (y — ), utilizado para garantizar una

dinamica estable mediante sumas ponderadas de inyecciones del mismo.

A

0 = G2+ Mgmpr (¥ — 1)

Ltjn—l - E':fn + /\m-i-l(y - 3;'1)
G = 21+ ku+ N (y — 1) (4.9)

21 =22+ )\mfl(y - gl)

2m = )\U(y - gl)

Analizando los errores de estimacién de la salida de las primeras (n — 1) derivadas con respecto
al tiempo, se define e; = (y— 1), €2 = (y2 —G2)s .- »€n = (Yn — Un ). Posteriormente se fijan los
errores de estimacién de la funcién de perturbacion £(t) y sus primeras (m — 1) derivadas, como
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eni1 = E(t) — 21, €pan = 5(15) — Zoy eer s pamey = E()™Y — 2 1. Por lo que la dindmica

asociada es como se muestra en 4.10.

€1 = €3 — )\n+m71€1

én = €ny1 — /\mel (4 10)

én+mfl = g(t)(m)/\(]el

Tras la simplificacion se incorporan los errores de seguimiento y de estimacién en lazo cerrado

mediante la ecuacion 4.11.

) b A 1T () - ALe(t) 4 Aoe(t) = €7 (1) (4.11)

Para garantizar la estabilidad en lazo cerrado, se eligen los coeficientes por medio del polinomio

en variable compleja s de tal forma que sea un polinomio Hurwitz.

P(S) _ S(ner) + )\n+n1_18(‘.71+?n.7l) + . + AIS + A() (4.12)

Los coeficientes Ay : k& = 0, 1,---, n + m — 1 logran estabilizar al polinomio P(s) al ser
elegidos de tal forma que sus raices en el semiplano izquierdo del plano complejo s. Entonces
el error de estimacién e(t) y sus correspondientes derivadas temporales convergen globalmente
a una funcién B(0, p) centrada en el origen del espacio de fase {e, ¢, --- , e™+™=} de radio p
tan cercano al origen como se desee dependiendo de la parte real de las raices seleccionadas. A
mayor magnitud de la parte real, menor radio garantizando asi la convergencia con la seleccion

de los coeficientes antes mencionados.
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Diseno del observador GPI

Modelo matematico del PMSM

En el marco de referencia o — 5 el modelo matematico de la dindmica de motor esta dado

por las siguientes ecuaciones:

di,,
Lsé — —Ruin + €o + (4.13)
di s .
L, df — —Ryig — e5 + ug (4.14)
J(i‘:’ = 7. + Bw — 11(1) (4.15)
df
I 4.16
=W (4.16)

Donde i,, i3, €q. €3, Uy Y Ug, representan las corrientes del estator, fuerzas contra electromotriz
y las entradas del control del sistema.

R, representa la resistencia del estator y L, representa la inductancia del estator.

Mientras que 6, w, y 7, representan la posicion angular, velocidad angular y par interno del
PMSM.

El par de carga 7/, es desconocido, sin embargo, se considera acotado y constante.

Ahora el torque electromagnético entregado por el PMSM en el marco de referencia o — 3 se

€Xpresa como:

Te = gKm[ia sin(n,0) — iz cos(n,f)] (4.17)
——
=K

= Ki[igsin(ny8) — iz cos(n,0)] (4.18)

Donde K, es el torque constante del motor.

Las funciones de la fuerza contra electromotriz FCEM, se inducen mediante los devanados del
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estator dadas por 4.19 y 4.20.

(8,0, K,,) = K, sin(n,0)f (4.19)

e3(0,0, K,,) = K, cos(n,0)0 (4.20)

Desarrollo del observador GPI

Partiendo de las ecuaciones 4.13 y 4.14, para disefiar el observador GPI, con ellas se estima
de manera simultdnea las funciones FCEM, que los imanes permanentes del motor sincrono ge-
neran. Utilizando la medicion de corriente de fase y los voltajes en « - 3 se estiman las funciones
€. Y 5. La estimacién ayudara al modelado de e, y es pero también al de los términos no mo-
delados. Esto lo hace a través de una funcién polinomial dependiente del tiempo. Para este caso
particular se usara un modelo de sexto orden, que se incorpora dentro del observador como una
cadena de integraciones en cascada con condiciones iniciales arbitrarias.

El disefio del observadore GPI comienza con una copia de las funciones no lineales de fuerza
contra electromotriz e, y e3. En ella se remplaza a la funcién no lineal por una variable en fun-
cién del tiempo z;, = €, ademads de un t€rmino de error de correccién, dado por el error de
estimacion (i, — ?a) ~v > 0. Ahora partiendo de la ecuacién eléctrica del eje « del sistema

dada en 4.13 se tiene que:

dig . S
LS?}? - *Hsf’:a + Z1q T Uy + A/5("11'0 - 1‘&)

Zla = Zgg t+ f}//l(?:a - ;a)
ZQCI! :z3cr+73(?»a_£&) (4 21)

230 = Z4a T+ '}’2(‘?:,3- — ;a)
Zfla = Zsa + M1 (‘?:Q — ;a)

A

250 = "KO("!:& - '?ﬂ)
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Obsérvese que se obtuvieron las ganancias v;; ¢+ = 0,...,5. Para realizar la estimacién en el
eje [ la funcion de estimacién es dada como z;5 = €3 mds un término de error de correccion,
dependiente del error de estimacién ~y(ig — ig); v > 0. A partir de la ecuacion eléctrica 4.14 se

crea una copia para obtener lo siguiente:

dig . . ~
LS(T} = —Rgig+ 215 +ug +y5(ig — ig)

Z1g = 2op + Yalipg — ig)
205 = zag + Valis — ig) 4.22)
i35 = 245 + 2(ip — ig)

g = 238 + (i — ip)

255 = 0(is — ip)

Analisis de estabilidad Siendo los errores de estimacion de corriente definidos tal que: ¢;, =

T — ?0[ yeig=1g— ?3 Restando la ecuacién miembro a miembro 4.13 con 4.21 y 4.14 con 4.22.

di, )
Lsia = *Rs"r’:a + 210 + Ua + V5€ia
dt
Zla = Z2a T V4€ia
(4.23)
Zﬁa = Y0Cia
dig ,
L, d; = *R‘g‘?,lg + 215 + ug + Ys€i3
2158 = 228 + V4Cia
(4.24)

Zsa = Y0Cia

63



Por lo tanto, los errores de estimacién en «v y 3 son dados por:

(6) Ry + s (5) Y4\ (4) T3\ (3) Y2 . iy 70 1 5)
Cia T = )€in T (7)€ T (7)€ +(77)€ia + (7)Cia + (7 )€ia = (7)€}
2 + (226l + (el + (el + (oo + (F)éia + (e = ()

(4.25)

R+, 5, /a 73 V2., SRy o Lo

6 s 5 5 4 : 3 5

Gg_;a) + (T)ez('g) + (L—S)eig) + (L—S)G-E,s) + (L—S)Gw + (L—S)Giﬁ + (Ls Jeis = (L—S)G-E,s)
(4.26)
Para la seleccion de los valores de las ganancias ~,;; ¢ = 0,...,5 se considera un polinomio

Hurwitz de grado seis. Con ( > 0y w, > 0 se definen constantes, de tal forma el polinomio

deseado P,(s), sea un polinomio Hurwitz definido de la siguiente manera:
Py(s) = (s* + 2Cw,s + w?)? (4.27)

Asumiendo que e (1) y eg’) () son funciones de la quinta derivada con respecto al tiempo de
la fuerza contra electromotriz de perturbacién desconocida, aunque uniforme y absolutamente
acotadas, por lo que existen coeficientes para las ganancias del observador GPL, ~;; (i = 0,...,5),

que se compran término a término con 4.25 y 4.26, con el siguiente resultado:

V5 = 6L3Cwn - R,
Y1 = (3w} + 12¢%w?) L,
v3 = (12¢w? + 8C%w?) L,
(4.28)
Yo = (3&)2 + 15C2wﬁ)LS
Y = GLSCwi

Yo = ngg

Por lo tanto, los errores de estimacion del observador y sus derivadas convergen asintéticamente
a cero, es decir, los errores quedan dentro de un disco cerrado alrededor del origen de radio muy
pequeiio respecto al error de estimacion de espacio de fase [34] [35] [36] [37]. Suponiendo que
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€ia Y €3 son casi cero, de ahi se tienen las siguientes expresiones.

dﬁia
dt
deig

L=
dt

= *Hseéa — Z1a T €a T V5Cia (429)

= —Rseip — 215+ eg + Vs5€i3 (4.30)

Por lo tanto, se dice que, z1,(t) = é,(t) y z15(t) = é5(t). De ahi las funciones de fuerza con-

tra electromotriz son estimadas con mucha precision, de tal manera los términos lineales de,

: : . _ . -1
eq (0,0, Km) yes(0,0, Km), y sus derivadas consecutivas son estimadas por z;,_5 = €, 5 pa-

raj = 2,...,5. Entonces podemos concluir que el error de estimacién converge asintticamente

cerca de 0.
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Capitulo 5

Diseno y simulacion del control

En este apartado se aborda la estructura general del sistema para su simulacién, partiendo del
diagrama eléctrico de la planta y esquema de control de velocidad sin sensores. Para el disefio y
simulacién del controlador se emplea el software Matlab Simulink®, mientras que la elaboracién
del diagrama eléctrico de la planta y la cosimulacién se realiza en el software PSim®. El diagra-
ma promedio de la planta contempla los circuitos de Modulacién por Ancho de Pulsos (PWM),
los circuitos electrénicos de potencia, el Motor Sincrono de Imanes Permanentes (PMSM) y los
sensores de corriente.

Durante la simulacién a lazo cerrado las corrientes medidas se utilizan para realizar la estima-
cion de posicion y velocidad del PMSM. La programacion de los bloques de control en Matlab
Simulink®sigue el esquema general planteado en la Figura 5.1. El algoritmo de control est4 con-
formado por un conjunto de subsistemas representados mediante bloques que interactian entre
si, integrando las ecuaciones desarrolladas en capitulos anteriores. Este enfoque facilita un dise-
flo modular simple y ordenado.

En lo sucesivo se describen los bloques que integran el diagrama general del sistema y se pre-

sentan los resultados obtenidos mediante la simulacién.
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Esquema general del sistema

En la Figura 5.1 se presenta el esquema general del sistema, el cual estd compuesto por el
algoritmo de control y el modelo promedio de la planta. Es importante destacar que, dentro del
recuadro azul, se encuentran los componentes eléctricos del modelo promedio de la planta. Por

su parte los bloques contenidos en el recuadro rojo conforman el algoritmo de control.

*

W
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[

! 1

: PMSM .

u > i

1

| - A

. 1
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Matlab/Simulink

Figura 5.1: Esquema general del sistema.

Los bloques se componen de la siguiente manera:

= El modelo promedio del sistema: fuente de alimentacion, circuito PWM, inverso de voltaje

trifisico, PMSM, sensores de corriente y par de carga aplicado al motor.
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= Esquema de control: Controlador por Modos Deslizantes, Observador GPI, transforma-
ciones de Park y Clark, transformaciones dg — abc, abc — af3, a8 — dq y por tultimo la

trayectoria de referencia.

Diagrama de bloques del algoritmo de control

En la Figura 5.2 se ilustra el esquema del control del sistema, construido mediante bloques
de Matlab®. El cual permite llevar a cabo la simulacién del control de seguimiento suave de velo-
cidad de PMSM. Para la cosimulacién entre Matlab®y PSim®, es necesario especificar algunos
pardmetros. En Matlab®donde se desarrolla el algoritmo de control, se precisan las ganancias
para el controlador y las ganancias del observador, las cuales son seleccionadas mediante un cri-
terio de estabilizacion. Mientras que, en PSim®, en donde se integra el modelo de la planta, los
parametros del PMSM se establecen de conforme a la informacion proporcionada en la hoja de

datos de motor.
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CAPITULO 5. DISENO Y SIMULACION DEL CONTROL

Representacion del modelo promedio de la planta en Psim

En la Figura 5.3 se muestra el diagrama eléctrico de la planta disefiado utilizando el software
PSim®. En dicho diagrama el inversor trifisico actia como fuente de voltaje CA para para el
PMSM. El control del inversor se realiza mediante la conmutacién de los IGBT utilizando el
método PWM sinusoidal, a través de una comparacion analogica entre las sefales de referencia
y una sefial triangular. Las sefiales de referencia utilizadas para la Modulacién de Ancho de Pul-
sos son entradas provenientes del controlador, mientras que las salidas son mediciones obtenidas
de la planta, corrientes de fase, posicidn angular y velocidad angular. Las corrientes de fase son
sefales de retroalimentacion para el controlador, mientras que la posicién y velocidad permiten
una comparativa de la precision entre la velocidad real y estimada. Por tltimo, la sefnal de entrada
restante es el parametro de carga aplicado al motor. Las sefales de entrada y salida mencionadas,
se obtienen a través de los nodos de enlace In Link Node y Out Link Node, mediante los cuales
reciben las variables de control (u,,u,u. y 1) en el circuito eléctrico de la planta y se envian
las variables (i,,ip,i..0, w) hacia el algoritmo de control en Matlab®.

La utiliza el software PSim®debido a su capacidad para simular comportamiento dindmico y es-
tatico del PMSM, basandose en los parametros del motor establecidos por el usuario en el médulo
PMSM. Los cuales son proporcionados en la hoja de datos del fabricante, como se muestra en
la tabla 5.1 (modelo BMS80N-275AA). Dichos pardmetros se configuran a través de la pestaiia
Elemnts — Power — Motor Drive Module — Permanent Magnet Sync. Machine de PSim®. La
ventana de configuracion del médulo se muestra en la Figura 5.4. Ademas de los pardmetros del
motor, deben establecerse tanto el voltaje de alimentacion, como la frecuencia de la sefial porta-
dora, el inversor trifasico se alimenta con una fuente de CD de 240 V, mientras que la frecuencia
de conmutacién de la sefial triangular usada para la comparacién PWM es de 10 KHz.

Una vez finalizado el disefio del modelo promedio de la planta y guardado el arco en el directorio
deseado, debe establecerse el enlace entre los entornos PSim®y Matlab®, para lo cual se emplea
el bloque ““SimCoupler’’, que facilita la implementacién y simulacion de la parte del sistema
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correspondiente a la planta en PSim®, mientras el resto se ejecuta en Matlab®. El uso de esta

herramienta permite llevar a cabo una visualizacién y andlisis del desempeiio del controlador en

simulacion, previo a la realizacion de pruebas en laboratorio.

Para agregar el bloque ““SimCoupler’” a Matlab Simulink®, debe seleccionarse en el ment S-

funtion SimCoupler del explorador de librerias de Matlab Simulink®, al hacer doble click en el

bloque, se despliega un cuadro de dialogo que nos permite cargar el modelo de PSim®guardado

anteriormente. Aplicamos las modificaciones y tenemos listo un subsistema con los puertos de

entrada y de salida establecidos en el programa PSim®, como se muestra en la Figura 5.5.

Inversor Trifasico Fuente de Voltaje

—ﬁ} —3F 3

Salidas y sensores
de cormente

& |

Motor Sincrono de
Imanes Permanetes

Sensor de

velocidad

PMSM

@ 240

hE (k3 |

@l’,j“
L

o
T Lo

L L i

Entradas
de control

ua
@ _b_

uby g
® ~
" ~
(A

Circuito PWM

In_tagil

Sensor de posicién

Entrada del par de
carga controlado

Figura 5.3: Modelo promedio de la planta en PSim®.
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Permanent Magnet Sync. Machine X

Parameters |on-.ef Info] Color |

Permanent-magnet sync. machine
Display

Name | PMSM31 r

Rs (stator resistance) [16 r =
Ld (d-axis ind.) | 6.365e-3 I =
Lq (g-axis ind.) | 6.36e-3 r =l
Vipk / krpm [77.3 =
No. of Poles P | 4 r =
Moment of Inertia [0.182e-3 r =
Mech, Time Constant | 2.09195 I =
Torque Flag [1 A
Master /Slave Flag | 1 =]

Figura 5.4: Ventana de configuracién de médulo PMSM.

Descripcion Simbolo | Magnitud | Unidad
Resitencia del esator R, 1,6 Q
Inductancia del eje directo Ly 6.635 mH
Inductancia del eje de cuadratura Ly 6.635 mH
FCEM pico de linea a linea a velocidad constante | V,./krpm 71.3 v
Numero de polos N, 4 P
Momento de inercia J 0.182E-3 | Kgm?
Constane mecdnica de tiempo T 2.09195 S

Cuadro 5.1: Parametros de PMSM modelo BSM8ON-275AA.
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Figura 5.5: Bloque enlace SimCoupler.

Representacion del algoritmo de control en diagrama de bloques de Simu-

link
En este apartado, se incluye el subsistema que genera las sefiales de control w, u,, trans-

formacion de las corrientes de fase y las sefales de referencia, como bloques y subsistemas de

diagramas de blogques en Matlab Simulink®, interconectados para realizar el control de la planta.

Controlador por modos deslizantes
El Control por Modos Deslizantes, tiene como finalidad generar las sefiales de control u, .

Esto lo hace mediante un diagrama de bloques que representa las ecuaciones de control 3.33.

Dicho subsistema de bloques se muestra en la Figura 5.6.
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Figura 5.6: Subsistema del médulo del Controlador por Modos Deslizantes.
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Transformacion de Clarke

El disefio de observador Proporcional Integral Generalizado (GPI) para la Fuerza Contra
Electromotriz (FCEM) del PSMSM, se lleva a cabo en el marco de referencia bifasico estacio-
nario &« — /3. Por esta razon las corrientes y las sefiales de control deben ser transformadas a al
marco de referencia antes mencionado, mediante la transformacion de Clarke. En la Figura 5.7

se muestran los bloques correspondientes a la transformacién de Clark.

D%

From38

[ib] )b

From39

] : e beta—

From26

o

alpha|—

Transformacion alpha-betha

[ua] >

From35

[ub] b

From36

: beta|—
[uc] >Plc

From37

0

alpha [—

Transformacion alpha-bethal

Figura 5.7: Transformacién de Clarke.

Las ecuaciones de la transformacion de Clarke son representadas mediante el subsistema de

bloques que se muestra en la Figura 5.8.
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]

n@ U?

Gain2

Gain4

Figura 5.8: Subsistema del médulo de Transformacién de Clarke.

Transformacion de Park

Para el controlador es necesario usar el marco de referencia d — ¢, ya que facilita el disefio
del mismo. Por lo tanto, es necesario utilizar la transformacién de Park que permite cambiar del
marco de referencia a b ¢ al marco de referencia d — ¢. Una vez obtenida la ley de control, se
aplica la transformada inversa para volver al marco de referencia a b ¢, obteniendo asi, los voltajes
trifisicos de control que fungen como entrada en el circuito PWM. En la Figura 5.9 se muestran

los bloques de transformacién y transformacién inversa en el marco de referencia rotatorio d — q.

From19 "@ _' d a *M
—P a Goto3 From23 Gainb Goto11
From8 —P *M
gk From25 Gaing Goto7

From17 @
¢ Goto2

From34 Gain10 Goto12
Transformada Inversa de Clarke y Park

[=%

=)
o

=]

0

! 1/240 [uc]

Froml8

Transformada abe/dq
Figura 5.9: Transformacién y transformacion inversa de Park.
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En la Figura 5.10 se muestra la representacion de las ecuaciones de la transformacién de Park
en diagrama de bloques, de la misma forma en la Figura 5.11 podemos ver el subsistema de la

transformacion inversa.

» I
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Function Product1
o
a
| - X
—P@—P cos x d
4 Trigonometric Prodi Product12
U
200439 | Function2 T
b
Def Tet ﬁ_’ cos o
> X
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Function3 Product4 0.6666
4
c Def_Tet1
B -
sin %
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Function4 Product6
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Function? Product9

Figura 5.10: Subsistema del médulo de transformacién de Park.
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Figura 5.11: Subsistema del médulo de transformacion inversa de Park.

Observador GPI

En la Figura 5.12 se muestra el bloque del observador GPI para la FCEM. El cual posee
como entradas, las senales de voltaje del controlador y mediciones de corriente del PMSM, en
el marco de referencia o — (3, las ganancias del polinomio Hurwitz de sexto orden, el signo de
la velocidad de referencia y el valor de Km. Del observador GPI obtenemos la estimacién de la

velocidad y posicién del PMSM.
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Figura 5.12: Observador GPI para la estimacién de FCEM.

El subsistema de la Figura 5.13 muestra las ecuaciones 4.23 y 4.24 representadas en diagrama
de bloques.
Para el calculo de las ganancias del observador, se utiliza un polinomio Hurwitz se sexto orden
que tiene por entradas los valores de coeficiente de amortiguamiento y frecuencia natural. En la
Figura 5.14 vemos el diagrama de bloques que representa las ecuaciones 4.28, utilizadas para

calcular las ganancias del Polinomio Hurwitz de sexto orden.
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Figura 5.13: Subsistema de eciaciones del observador GPI
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Figura 5.14: Subsistema de eciaciones de ganacias del polinomio Hurwitz.

Simulacion de una trayectoria suave de velocidad

En la Figura 5.15 se muestra la grafica de la velocidad desarrollada por el PMSM en la

simulacion. La velocidad propuesta es de 240 ras/s con arranque suave, en un intervalo entre [0,
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1] segundos. Se aplica un par de carga de | Nm después de 2 segundos de iniciado el arranque. En
la Figura 5.15 se muestran tanto la velocidad mecdnica del motor como medida mediante sensor
y la velocidad estimada con el observador GPI. Podemos notar que la ley de control, envia la
potencia necesaria para que la velocidad del motor alcance la velocidad de referencia facilmente,
aun tras aplicar el par de carga al eje. Después de aplicar el par de carga, la ley de control atin

mantiene la velocidad en la referencia, sin perder el sincronismo entre el rotor y estator.

Velocidad angular

200 o SV v
150_ ............................................................................................................................................... e 4‘ ...................... —
/ i |— Trayectoria de referencia
Fro i —— Vel ocidad medida

—Velocidad estimada

Velocidad angular [rad/s]

<

s | | ; | | |
i 0O S 5 E

Figura 5.15: Grafica de velocidad del motor PMSM.

En la Figura 5.16 podemos observar la grafica del error de velocidad, en la cual se aprecia el

desempeiio del control, tanto al seguir la trayectoria como ante el par de carga aplicado.
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Figura 5.16: Grafica de error velocidad del motor PMSM.

De manera similar podemos ver el perfil del par de carga aplicado al sistema en la Figura

5.17, que es una senal escalon, que inicia en 0 Nm y después de 2 segundos cambia bruscamente

al Nm.
Par de carga
L5 ! 1 i ! 1 i ! ‘ :
—Par de carga
_ 1k
g
2
g,
B 0.5 T e -
Q ;
L :
<
5
A~ 0 ,,,,,,,,,,,,,,,,,, ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, -
05 | | | | | | i | |
0 0.5 1 1.5 2 25 3 3.5 4 4.5 5

Tiempo [s]

Figura 5.17: Grafica del par de carga.
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Como consecuencia del par de carga aplicado, hay un incremento en las corrientes trifdsicas
que alimentan al motor al momento en que este se aplica. En la Figura 5.18 se muestran las
corrientes en el PMSM durante la simulacién y en la Figura 5.19 puede apreciarse dicho aumento

de corriente al aplicar el par.
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Figura 5.18: Corrientes trifdsicas suministrada al PMSM.
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Figura 5.19: Acercamiento a las corrientes trifdsicas ante el cambio del par de carga.
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Los voltajes de trifdsicos proporcionados al PMSM por el inversor trifisico, obtenidos me
diante de la conmutacion PWM, son resultado de las sefiales de control enviadas al circuito PWM
En la Figura 5.20 se muestran los voltajes de CA generados por las leyes de control para cada una
de las fases, ademas puede apreciarse el incremento de voltaje como respuesta a la aplicacion del
par de carga en t = 2 segundos. En la Figura 5.21 se hace un acercamiento al voltaje trifisico

en el que se puede apreciar como son generados los voltajes de cada fase durante el arranque

Voltajes abc
| ' ‘ 7V01tajes V

300

200+ : l %
N ' i 41 u H "
i 'H i |+'\

Voltaje [V]
o

=]

-10

| : :
2 2.5 3 3.5
Tiempo [s]

-3 000 0.5 1 1.5

Figura 5.20: Voltajes trifdsicos suministrada al PMSM.
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Figura 5.21: Acercamiento a los voltajes trifisicos durante en arranque.

Para la estimacion de la FCEM es necesario aplicar la transformada de Clarke a los voltajes y

corrientes mostrados anteriormente, ya que el observador los requiere para su funcionamiento, en

las Figuras 5.22 y 5.23 se muestran las corrientes y voltajes del PMSM en el marco de referencia

« — [ utilizados por el observador GPL.
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Figura 5.22: Voltajes en el marco de referencia @ — f3
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Figura 5.23: Corrientes en el marco de referencia a — [3.
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Capitulo 6

Resultados experimentales y conclusiones

Procedimiento

El desarrollo del presente trabajo de tesis se realiza de acuerdo a la metodologia de Gorros-
tieta et al [38] y cumple con las etapas clave de dicha metodologia. La primer etapa, modelado
y simulacién de la cinematica y dindmica, fue cubierta en los apartados previos con el disefio
y simulacién de observador y controlador. La siguiente etapa, implementacién y manufactura,
comprende el diseflo de la tarjeta electrénica para los sensores de corriente, la fabricacién de
la misma, la construccién del inversor trifasico, la conexion eléctrica de la planta, pruebas de
funcionamiento e implementacién del control. Lo que concierne a la tercer etapa, sensores y
actuadores, es la calibracién de sensores y actuadores de ser necesario. Por tltimo, la etapa de
comparacion consta de monitoreo en condiciones reales realizado mediante pruebas practicas

con par aplicado, permitiendo asi comparar los resultados de las pruebas con los esperados.
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Plataforma experimental

Enla Figura 6.1 vemos la plataforma experimental utilizada para realizar las pruebas de labo-
ratorio. Las sefiales de control son generadas por la placa de desarrollo dSPACE. Esas seiiales de
conmutacion controlan la activacion de los Transistores Bipolares de Compuerta Aislada (Insu-
lated Gate Bipolar Transistors) (IGBT) del inversor, generando asf las corrientes trifdsicas, que
le brindan potencia requerida para seguir la trayectoria de referencia al PMSM. Para el control
del dSPACE se empela el software Control Desk que permite ademds de la manipulacién de la

tarjeta, el muestreo y recoleccion de datos de las sefiales generadas durante la prueba.

Figura 6.1: Platafroma experimental.

La plataforma de control estd conformada por los elementos que se listan a continuacion:

1. Fuente de alimentacion CD.

2. Inversor trifasico.
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3. Sensores de corriente.

4. DS1104 dSPACE.

5. Motor Sincrono de Imanes Permanentes.

6. Programa controlador implementado en Matlab®.

7. Dinamémetro y sensor de velocidad angular.

Autotransformador trifasico

La potencia eléctrica es suministrada al inversor mediante un autotransformador trifasico va-
riable, conocido como “’variac*. Un autotransformador es parcialmente un transformador normal
con una conexion especial. Ademas, el variac es un auto transformador con un ntcleo variable,
lo que permite ajustar la relacién de transformacion de cada una de las fases. Para ello se dispone
de un autotransformador independiente para cada fase, lo que evita que exista interferencias entre
fases. Sin embargo, los ntcleos de los autotransformadores varian de forma simultinea mediante
una perilla circular acoplada a un eje comun fijado al niicleo de cada auto transformador. Gracias
a esta configuracion, el variac permite obtener voltajes y corrientes variables en su salida.

El variac empleado en las pruebas experimentales pertenece a la marca STACO ENERGY PRO-
DUCT CO, de la serie 1520, modelo 1520-3. Este equipo opera con una alimentacién de 480
V y 60 Hz, con una salida que va desde 0 hasta 560 V, una corriente maxima de 9.5 A y una
potencia maxima de 9.22 kVA Ademds, estd equipado con un interruptor termomagnético que
proporciona proteccion eléctrica ante sobretensiones y picos de voltaje. Asimismo, cuenta con
un circuito rectificador trifdsico CTR, conformado por un capacitor electrolitico de 1000 mF a
350 V para generar el voltaje de CD y un capacitor NKT de 1 uF a 850 V para eliminar el ruido.
En la Figura 6.2 podemos apreciar el variac en conjunto con el interruptor termo magnético y el

circuito de rectificacidn.
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Figura 6.2: Autotransformador trifsico.

Inversor trifasico

El inversor trifdsico, encargado de accionar el PMSM mediante la potencia suministrada por

el variac, estd compuesto por los siguientes elementos:

= Moddulos de Transistores IGBT Infineon BSM75GB60DLC: dispositivo semiconductor de

potencia accionado por compuerta.

» Optoacopladores PC923: Elemento electrénico de accionamiento de las compuertas de
los IGBT, con aislamiento galvdnico, lo que garantiza la proteccion eléctrica del circuito
electrénico de control, minimizando el riesgo de interferencias y mejorando la fiabilidad

del sistema.

= Alimentacién de bajo voltaje (15 V): Alimentacién eléctrica para los accionadores opto-

acopladores.

En la Figura 6.3 pueden verse claramente estos elementos.
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Figura 6.3: Inversor trifasico.

El inversor trifdsico recibe las sefiales de conmutacion del dSPACE que son mediante las

cuales se activan los IGBT atreves de los optoacopladores.

Sensores de corriente

Para la medicion de las corrientes de fase del motor PMSM se utilizaron sensores de corriente
de la marca LEM, modelo HX 10-P/PS2. Estos sensores tienen un rango de mediciéon maximo
de +30 A, un rango de medicién nominal de 10 A rpm y requieren una alimentacién de 12 a 15
V CD para su funcionamiento.

Los tres sensores fueron integrados en una tarjeta electrénica para la medicién de las corrientes
trifdsicas generadas por el inversor. Cada sensor proporciona una salida analdgica entre 0 y 5
V, las cuales son mediadas por los ADC del médulo dSPACE. Posteriormente, dichas sefiales
se calibran mediante software, aplicando una conversion de 1:16, dado que por cada amperio el

sensor entrega un voltaje de 62.5 mV.
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Médulo dSPACE

El médulo dSPACE opera en conjunto con el software ControlDesk, que proporciona un
entorno grafico para el control de variables y la visualizacién de datos en tiempo real durante la
ejecucién. Asimismo, ofrece un conjunto de librerias para el software Matlab Simulink®, lo que
permite la utilizacion de los médulos de la tarjeta de desarrollo, asi como el disefio, simulacion
e implementacion de una amplia variedad de algoritmos. El algoritmo de control es programado
en el dSPACE mediante Matlab Simulink®y es ejecutado en conjunto con ControlDesk. En la

Figura 6.4 se aprecia el médulo dSPACE utilizada para las pruebas experimentales.
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Figura 6.4: Médulo dSPACE.

Este médulo cuenta con una tarjeta controladora DS1104 R&W que se aprecia en la Figura
6.5, dicha tarjeta tiene un microcontrolador (Digital Signal Processor) (DSP) esclavo modelo
TMS320F240. El sistema de prototipado rapido facilita la implementacién del algoritmo de con-
trol por medio de un sistema de conectores rapidos para la entrada y salida de sefiales. Ademas,

combina con la capacidad de cédlculo de un microcontrolador principal y el DSP.
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z
3
:
2

Figura 6.5: Tarjeta controladora DS1104 R&W.

Las especificaciones técnicas del médulo dSPACE son las siguientes:

» Procesador principal: modelo MPC8240 de 64 bits, con una frecuencia de reloj de CPU de
250 MHz, nicleo PPC 603e y periféricos en un solo chip, ademds de una memoria cache

de 32kB.
= Memoria: 32 MB en SDRAM y 8 MB de memoria flash.

= Temporizadores: 4 temporizadores de propdsito general de 32 bits con conteo descendente,

un contador de tiempo de frecuencia de muestreo de 32 bits y contador base de 64 bits.

» Controladores de interrupcion: Gestionan temporizadores, convertidores ADC, PWM,

DSP, puerto UART e interrupciones internas.

= Convertidores ADC: 4 canales multiplexados a un ADC de 16 bits, y 4 ADC independien-

tes de 12 bits.

= Convertidores DAC :8 convertidores DAC de 16 bits con un rango de salida de +- 10 V.

95



» Entradas y salidas digitales: 20 I/O.

= Encoders incrementales: 2 Encoders incrementales de 24 bits tecnologia TTL o RS422.

n Interfaz serial: UART.

m DSP esclavo: TM320F240 de 16 bits.

m Conexion: PCI de 32 bits.

s Tamaifo del conector: 185x106.68

= Temperatura de operacion: 0-55°C.

» Fuente de alimentacién: 45V a25 A +12Va03 Ay-12Va (0.2 A.

= Consumo de potencia: 18.5 W

Entre las diversas caracteristicas que posee el médulo dSPACE, las utilizadas para el control de
velocidad del PMSM son el médulo PWM vy los convertidores ADC. En la Figura 6.6 se muestra
la configuracién de los pines de salida de las sefiales PWM, las cuales se enlazan al inversor

mediante un conector DB25 para facilitar la conexion.
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Connector (CP18) | Pin | Signal Pin | Signal
1_%_20 1 GND
o 2 SCAP1 20 | GND
: ° 3 SCAP3 21 | SCAP2
: . 4 GND 22 | SCAP4
° Z 5 ST2PWM 23 | STIPWM
oo 6 GND 24 | ST3PWM
°? 7 SPWM1 25 | GND
Z ° 8 SPWM3 26 | SPWM2
° ! 9 SPWM5 27 | SPWM4
Z ° 10 SPWM?7 28 | SPWM6
. Z 11 SPWM9 29 | SPWMS
: © 12 GND 30 | GND
19—~ 13 | GND 31 | GND
14 GND 32 | GND
15 GND 33 | GND
16 SSIMO 34 | SSOMI
17 SCLK 35 | SSTE
18 | VCC(+5V) | 36 | GND
19 | VCC(+5V) |37 | GND

Figura 6.6: Configuracién de los pines de salida del PWM de [39].

El médulo PWM cuenta con las siguientes caracteristicas:

= DSP esclavo con 3 canales de salida para la generacién de seiales PWM trifasicas, con un

rango de frecuencia de 1.25 Hz a 5 Hz.
= Tres sefiales PWM controladas mediante el periodo en modo simétrico.
= Las sefiales PWM poseen componentes complementarios (sefiales negadas).

= Control de tiempo muerto entre cada sefial PWM no invertida (PWMI1, PWM3 y PWM5)

y cada sefial invertida (PWM2, PWM4 y PWMO6).

= El ciclo de trabajo es programado de manera independiente y el tiempo muerto es especi-

ficado por el usuario.
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= Salidas de voltaje TTL.

= Capacidad de corriente en las salidas de cada pin PWM de hasta 13 mA.

Por su parte el médulo de conversién ADC se conforma de 5 canales ADC, el funcionamiento

puede ser tanto simultaneo y los canales de ADC de dos tipos:

= Un ADC multiplexado equipado con un equipo de muestreo y retencion.

* Resolucién de 16 bits.
* Rango de voltaje de entrada de -10V a +10 V.

* Tiempo de conversion de 2us.

= ADC con funcionamiento independiente:

* Resolucién de 12 bits.
* Rango de voltaje de entrada de -10V a +10 V.

* Tiempo de conversion de 800 ns.

Médulo Motor/Dinamémetro

El motor/dinamémetro (Modelo 8960-22) que se muestra en la Figura 6.7, estd equipado
con un motor CD de imanes permanentes, el cual puede configurarse en dos modalidades de
operacion: como dinamémetro o como motor. Para su correcto funcionamiento, requiere de una
fuente de alimentacion de 120 V a 60 Hz, que debe conectarse a través del conector colocado en

la parte frontal del médulo.
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Figura 6.7: Motor/dinamémetro modelo 8960-22.

En la configuracion de dinamémetro, los imanes permites del motor operan como en un gene-
rador de CD, cuyas terminales son conectadas a una carga eléctrica. La carga mecdnica aplicada
por el dinamémetro puede ajustarse manualmente mediante una perilla en el panel frontal del
equipo o de manera externa mediante un voltaje de control.

Para las pruebas realizadas, el ajuste de la carga aplicada se llevé a cabo utilizando el panel de
control. En panel también se encuentran indicadores digitales de par y velocidad, ademas de
terminales de salida que permiten la extraccion de los datos del dinamémetro como senales ana-
l6gicas. Estas sefiales prevenientes del sensor de par aplicado y del tacogenerador, se utilizaron
durante las pruebas para generar graficas de los resultados experimentales.

Para acoplar mecdnicamente ambas maquinas, el PMSM y el motor/dinamémetro, el médulo de
este ultimo cuenta con una polea acoplada al eje y un sistema de tensores, para que la banda

sincrona que unird mecanicamente los ejes no tenga movimientos indeseados.
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Resultados obtenidos

Se realizaron pruebas experimentales en el laboratorio para el seguimiento de una velocidad
angular deseada y los datos obtenidos fueron capturados mediante el uso del software Control
y el médulo dSPACE. Durante las pruebas para asegurar el correcto funcionamiento del motor,
se consideraron los parimetros nominales dados por el fabricante en la hoja de datos. Dichos

pardmetros se muestran a continuacion:

» Par nominal: 3.2 [Nm]. Para mdximo que puede ejercer el PMSM de forma continua sin

exceder los limites térmicos.

= Velocidad nominal: 419 [rad/s]. Mdxima velocidad angular del eje con una fuente de ali-

mentacion de 300 V

= Potencia nominal: 1230 [W]. Potencia entregada por el PMSM.

Una vez establecidos los pardmetros de funcionamiento limites durante las pruebas de segui-
miento de la trayectoria del PMSM, es pertinente establecer las trayectorias de referencia para
las salidas planas. Las salidas planas del sistema son w ¢ 74, la componente de cuadratura produce
par cuando la componente directa no produce ninguno [40], por lo tanto, la trayectoria de refe-
rencia serd ig+ = (. La trayectoria para la salida plana w serd dada por el polinomio Bézier, que
tiene como valor inicial de -50 rad/s distante 4 segundos con un cambio suave se direccion de 8
segundos para alcanzar una velocidad final de 50 rad/s. Diferentes perfiles de par son aplicados
durante diferentes pruebas con la misma trayectoria de velocidad. La primera prueba se reali-
z0 sin par aplicado, en la Figura 6.8 se muestran las grificas de velocidad angular resultantes,

velocidad deseada w*, velocidad estimada @ y velocidad medida w.
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Velocidad
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Figura 6.8: Gréfica de velocidad.

El error de velocidad del PMSM se muestra en la Figura 6.9, que presenta el error con respecto
a la velocidad estimada (w* — &) mientras que la Figura 6.10 ilustra el error con respecto a
la velocidad medida (w* — w). En ambas graficas podemos apreciar que el error de velocidad
se aproxima asintéticamente a cero, se aprecia también que el error aumenta al disminuir la

velocidad e invertir la inercia del motor para cambiar la direccién de giro.
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Error de velocidad
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Figura 6.9: Gréfica de error de velocidad estimada.
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Figura 6.10: Grifica de error de velocidad medida.

Las pruebas posteriores fueron realizadas con diferentes perfiles de par aplicado, en las Fi-
guras 6.12, 6.12 y 6.13 se observan las graficas de velocidad deseada w”, velocidad estimada @

y velocidad medida w y los respectivos errores de velocidad con un par aplicado de 0.4 Nm que
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comienza en el segundo 5 y finaliza en el segundo 11.

Velocidad angular

60 | ) | | | |
T LA

T L
:§ 2O*M """""""""""""" o P P P N
= '~ Velocidad angular observada
:§ rpre Velocidad angular medida
'g \ Velocidad angular deseada
O g S RSO NS _
=

PR ; | ; i a a a a

0 2 4 6 8 10 12 14 16 18 20
Tiempo [s]
Figura 6.11: Grifica de velocidad con par de carga.
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Figura 6.12: Gréfica de error de velocidad estimada.
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Figura 6.13: Grifica de error de velocidad medida.

En las Figuras 6.11, 6.12 y 6.13 puede notarse el efecto del par aplicado, esto debido a que

no se usa un estimador de torque, el perfil de par se muestra en la Figura 6.14.
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Figura 6.14: Grifica del perfil de par aplicado

Una vez realizadas las pruebas de funcionamiento del controlador en condiciones de vacio y
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carga, el siguiente paso consiste en llevar a cabo pruebas a baja velocidad. Para ello, la trayecto-
ria deseada se establece mediante un polinomio Bézier, iniciando con un valor inicial de O rad/s,
durante un intervalo de 4 segundos, seguido de un cambio suave de direccién en un periodo de
8 segundos, hasta alcanzar una velocidad final de 10 rad/s.

La prueba a baja velocidad se realizé sin par aplicado al eje de motor, las graficas de veloci-
dad obtenidas durante dicha prueba se muestran en la Figura 6.15, donde puede apreciarse la

velocidad de referencia, la velocidad estimada y la velocidad medida.
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Figura 6.15: Grifica de velocidad

En la Figura 6.16 se aprecia la gréfica del error de velocidad estimada (w* — @), por otra

parte, en la Figura 6.17 se muestra el error de velocidad medida (w* — w).
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Figura 6.16: Grifica de error de velocidad estimada.
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Figura 6.17: Gréfica de error de velocidad medida.

En la Figura 6.16 podemos apreciar el desempefio de observador, es facil notar que el mayor

error de estimacion ocurre cuando el PMSM se encuentra en reposo, el error se reduce una vez

comienza el movimiento y la corriente comienza a circular por el bobinado. De manera simula
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en la Figura 6.17 se muestra el desempeio del controlador, se pude notar que le toma un tiempo
al eje del motor romper la inercia inicial, sin embargo, el controlador hace su trabajo llevando el

error de velocidad a 0.
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Conclusiones

En este trabajo de tesis se ha desarrollado un controlador basado en modos deslizantes para
el control de la velocidad angular del Motor Sincrono de Imanes Permanentes (PMSM), sin la
necesidad de utilizar un sensor de posicién, permitiendo un seguimiento suave de la trayectoria
deseada. Tanto el controlador como el observador fueron evaluados en diversas condiciones ex-
perimentales, demostrando un desempeiio satisfactorio en estado estable, en estado transitorio y
ante perturbaciones de par, lo que confirma su robustez
A continuacion, se presentan las principales caracteristicas obtenidas durante el desarrollo de

este trabajo:

= El modelo matemdtico del PMSM en coordenadas d — ¢ simplifica la implementacién

del método de control por modos deslizantes.

= Elmodelo matematico del PMSM en coordenadas ov — 3 optimiza el disefio del observador

de las variables de posicién y velocidad.

» El observador GPI permite una aproximacién precisa al valor real de las variables de po-
sicion y velocidad angular, con un error cercano a cero, a pesar de la presencia de carac-

teristicas no modeladas o desconocidas, asi como del par de carga aplicado.

= El controlador cumple su objetivo de seguimiento de la velocidad de referencia bajo con-
diciones normales de operacién mediante el método de modos deslizantes. Se consiguid

el seguimiento de trayectoria efectivo a baja velocidad, en un rango de 0 a 10 rad/s.

= El disefio de una trayectoria de referencia suave para la velocidad angular permitié un
arranque suave del PMSM, evitando sobretensiones y picos de corriente durante el proceso

de arranque.
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= El PMSM mantiene una velocidad angular conforme a la trayectoria deseada, incluso ante

perturbaciones de par de carga y dindimicas no modeladas.

El disefio del sistema en Matlab Simulink®permite una segmentacién modular del algoritmo de
control y con ello implementar multiples bloques de ecuaciones diferenciales interconectados,
simplificando las tareas de pruebas e implementacion. La técnica sin sensores para estimacién
de posicion y velocidad es versatil y pude aplicarse a distintas técnicas de control, el observador
GPI con su amplio rango de operacion brinda excelentes resultados es esa tarea. La implemen-
tacion del algoritmo de control por medio del dSPACE hace que la tarea de programacién del
controlador se simplifique y agiliza el monitoreo en tiempo real de las variables, asi como el
registro de los datos obtenidos. También permite la mediciéon simultanea de las corrientes de
fase por medio de los a los ADC mantenido una frecuencia de muestreo baja permitiendo que el
periodo de muestreo del controlador sea de 2 x 10~%, lo que significa que todas las operaciones
necesarias para el controlador son ejecutadas por el microcontrolador un periodo menor a 0.0002

segundos, sin reducir la eficiencia o reducir la rapidez de controlador.
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Transformaciones de Clarke y Park

Transfromacion de Clarke

En la Figura 18 podemos apreciar las variables trifasicas f,, f, y f. desfasadas entre ellas
120° a lo largo de sus correspondientes ejes de referencia trifasico a, by ¢ también podemos ver
un eje bifasico ortogonal conocido como eje de referencia estacionario @ — . Es importante
destacar que el eje « sistema estacionario se encuentra alienado con el eje a del sistema trifdsico.
La transformacion de Clarke permite cambiar las variables del eje a, b y ¢ al eje de referencia

estacionario o — 3.
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Figura 18: Eje de referencia a, by ¢y eje de referencia o .

Al proyectar las variables del eje de referencia a, b, ¢ sobre el eje de referencia o — 3, podemos
apreciar que realizando las sumas vectoriales necesarias y ordenado matricialmente resulta la

siguiente ecuacion:

fa 1 0 L) [ fa L0 1)/
. o o ° . o 1 \2/§ .
fo] = | —cos(60°) cos(30°) 1| |fs|=1|—-5 %5 1||/fs (1)
y o o o 2 .
fe —cos (60°) —cos(60°) 1)\ fo -3 —% 1\ fo
La transformacién inversa de Clarke estd dada por la siguiente ecuacion:
-1
fa 0 1 Ja L -5 =3[/
X 2/ _ 2 2/ 2 X
AR IR I 2
. 2/ . .
fo) \-3 =% 1) \& T AV
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La ecuacién 2 también puede expresarse en términos trigonométricos como:

Ja 1 —cos (60°) —cos(60°) ] [ fa

2
To| =5 0 cosB07) —cos@07) 1N Sy 3)
fo cos (60°)  cos (60°)  cos (60°) | \ /.

La ecuacion 2 o 3 es la transformacion con la cual se representan las variables f,, f, yf. en un
eje de referencia bifdsico estacionario f,, fs.

Una de las ventajas de esta transformacién es que aisla las componentes de frecuencia cero,
concentrandolas en el eje de secuencia cero. En sistemas de tres hilos, donde no existe conductor
de neutro dichas componentes no se generan, por lo que pueden eliminarse de las ecuaciones

anteriores.

Transformacion de Park

La transformada de Park efectia un cambio de coordenadas que transforma las variables
tritdsicas del sistema de referencia estacionario en un sistema ortonormal rotativo sincronizado
con el giro del motor. Por otra parte, la transformada inversa de Park permite realizar el cambio
de coordenadas contrario, llevando las coordenadas en sistema ortonormal giratorio un eje de
referencia estacionario. Ya que la transformada da Clarke lleva el sistema trifasico estacionario
a b ¢ al sistema bifésico fijo o — 3 el siguiente paso es analizar la rotacién del eje d — ¢ con
respecto aleje fijo « — 3. En la Figura 18 se observa el eje de referencia bifasico estacionario
a— (3, también se observan las variables f;y f, que se encuentran en un eje de referencia bifésico
sincrono d — q. Tanto el eje de referencia d — ¢ como sus variables f; y f, se encuentra rotando
respecto al eje de referencia estacionario o« — 3, con una velocidad angular w..

Con base en Figura 19 se realiza un andlisis de la proyeccion de las variables f, y f, sobre

sistema de referencia o — [, con la finalidad de obtener las ecuaciones en su forma matricial.

119



—

>

We

e 4

Figura 19: Eje de referencia sincrono d — ¢, eje de referencua o« — /3.

Dicha expresion matricial representa las variables del sistema giratorio d — ¢ en funcién de las

variables del eje de referencia o — [3, tal como se muestre en la ecuacion siguiente.

fa cos(6.) sin(6.) 0) [ fa
fol = | —sin(6,) cos(6.) O] fs (4)
Jo 0 0 1]\ fo

La transformada inversa resulta en la siguiente ecuacion:

-1

fa cos(6.) sin(6.) 0 fa cos (6,) —sin(6.) 0] [ fu
fa| = |—sin(6.) cos(f.) 0 fol = |sin(0.) cos(6.) 0| f, (5)
fo 0 0 1 fo 0 0 1 fo
Sustituyendo la ecuacién 2 en 4 y simplificando se obtiene:
fa cos (0,) cos ( . — 27“) cos (93 + %’r) fa
2 5
.l = 3|- sin (0,) —sin (98 — 27“) —sin (93 + %’r) 1 (6)
fo 2 > : fe

En 6 podemos apreciar con claridad que aplicando la transformacion a un sistema en el eje de

referencia a b ¢ podemos llegar a el modelo giratorio d — g eso debido a que estas trasformacio-
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nes son validas para cualquiera de las variables del flujo de enlace, corriente o voltaje trifdsico.
Lo cual es de gran utilidad para el desarrollo de modelos matematicos y controladores ya que

convierte sefales periddicas en estacionarias.
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Modelo matematico del PMSM

Para obtener el modelo matematico del PMSM, es indispensable desarrollar previamente el
modelo eléctrico en el eje de referencia a b c. Posteriormente se aplican las transformaciones de

Clarke y Park lo que permite obtener un modelo en los sistemas de coordenadas o« — Sy d — q.

Consideraciones para la obtencion del modelo matematico

Para el modelado matematico del PMSM tanto en condiciones de estado estacionario como

de estado transitorio se asumen los siguientes criterios [41]:

» El devanado del estator es trifdsico se encuentra conectado en estrella.

= Los efectos de la saturacién magnética se consideran insignificantes.

= Las resistencias eléctricas de los devanados de cada fase se consideran iguales entre ellas.
= Las pérdidas del nicleo como la histéresis y las corrientes Eddy no se consideran.

= Los tres devanados se encuentran perfectamente distribuidos exactamente a 120° grados

mecanicos uno del otro.

= El rotor este compuesto por un nicleo de hierro con Imanes permanentes montados en la

superficie del rotor.
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= Los imanes permanentes del rotor estan fabricados de un material magnético con alta re-
sistencia eléctrica, lo que provoca que las corrientes inducidas en el rotor no sean consi-

deradas.

= La distribucion del de la Fuerza Contra Electro Motriz que circula por el devanado del

estator tiene forma sinusoidal.

= Se considera que la maquina tiene una carga balanceada y sin neutro, en consecuencia, las

componentes de secuencia cero son nulas.

Circuito equivalente

El primer paso para obtener el modelo matematico del circuito equivalente del PMSM, con-
siste en representar devanado trifasico y las variables eléctricas asociadas a €l. Posteriormente,
se determinan los elementos de la matriz de inductancias y los componentes del vector de en-
laces de flujo producidos por el iman. Finalmente, se construye un circuito equivalente para la
primera fase con el propdsito de analizar el comportamiento en estado estacionario. Una vez
obtenido este andlisis el circuito, los resultados pueden extrapolarse al resto de las faces para la
representacion trifisica completa. Generalmente, el devanado trifasico del estator del PMSM se
encuentra conectado en configuracion estrella. En esta disposicién cada uno de los devanados
es representado mediante una resistencia y una inductancia, como se muestra en la Figura 20.
Dado que los devanados son idénticos, todos tienen la misma resistencia representada por .. Las
corrientes que circulan por los devanados son i,, i, i., mientras que los voltajes aplicados a cada
fase se representan como v, Uy, V.

Los enlaces de flujo se definen como el producto de las inductancias por sus respectivas co-
rrientes. Para expresar los enlaces de flujo del motor se realiza una suma de los enlaces de flujo

mutuos, los propios de cada fase del estator y los enlaces dados por el material magnético en el
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i b
—
‘b

Figura 20: Devanados del estator modificado de [41].

rotor. Las ecuaciones resultantes para cada fase tienen la forma que se muestra en la ecuacion 7.

/\a :laa'l:a + l!abi’f:- + |ln:mi'(? + )\am
/\b :lba"ia =+ Ebb"ib =+ lb(_.'ljc + )‘bm (7)
/\c :lca"ia + Ecb'ib + 'lcc'ic + /\cm
Donde A\,,\, ¥ A. son los enlaces de flujo del motor, luq, Lab, Lacs Lops lbas lbes Lecs leas ¥ Lep SON las
inductancias de los devanados del estator mientras que Ay, Apm ¥ Aem» SON los enlaces de flujo

del iman permanente, los cuales son funciones periddicas de 6. denotadas por la ecuacion 8. La

magnitud A, de los imanes permanentes la determina el material del imdn permanente[42].

Aam =Am €OS (He)
2
Abm =Ap COS (He - 57‘_) (3)

2
Aem =Am €08 (0. + grr)
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Reescribiendo matricialmente las ecuaciones 7 se obtiene:

M| = (e b loc| T T | Aom ©)

Donde:
)\a laa lab lac 7(1 /\am
A=1MN0 L=le lp el I=1|i| ¥ A= N (10)
)‘c lca 'lr.'b 'lcc "i(: )\cm

Por lo cual, la ecuacién matricial de enlaces de flujo 9 puede expresarse de la siguiente manera:

A=LI+A, (11)

Siendo A el vector de enlaces de flujo del motor, L la matriz de inductancias, I el vector de las
corrientes de fase y A, el vector de enlaces de flujo producidos por el iman. Es necesario conocer
los elementos de la matriz L de la ecuacion 11 para asi calcular el circuito que representa a la

fase a del motor.

Determinacion de la matriz de inductancias del estator

La matriz L se compone de las inductancias del motor, las cuales dependen del desplaza-
miento angular eléctrico . entre los ejes magnéticos del rotor y estator. Cuando los subindices
de las inductancias [ son iguales denotan que la inductancia es propia (1., s, ¥ l..) mientras que
los subindices diferentes indican que se trata de inductancias mutuas entre devanados ({4, l4c,

lbas lbes Leas Lep). De forma general la inductancia [;; es la inductancia del devanado ¢ causada con
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la corriente j.

Inductancias propias del estator

La auto inductancia o inductancia propia [,, es la razén del enlace de flujo del devanado de
la fase a y la corriente 7, siendo las demas corrientes iguales a cero. Esta inductancia posee una
componente de dispersion L;, atribuible al flujo disperso en el devanado y a una componente
de magnetizacion provocada por el flujo magnético causado por el devanado. La inductancia [,,
alcanza su maximo cuando 0. = 0°, alcanza su minimo cuando 6. = 90°, vuelve a su maximo en
0. = 180° y asi sucesivamente. La fuerza magnetomotriz de la fase a (F},,) tiene una distribucién
sinusoidal cuyo valor mdximo N,i, estd centrado en el eje magnético de la fase a. La Figura 21

muestran las componentes de la fuerza magnetomotriz de la fase a a lo largo de los ejes d y q.

Figura 21: Componentes [,,,4 ¥ Fnqq de la fuerza I, modificado de [41].

Tal que F),, = Ngi, es la fuerza magnetomotriz de la fase a. Las componentes de F},,, alo largo
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de los ejes del rotor se expresan mediante las siguientes relaciones:

Fmad :F‘ma COS He
(12)

Fraqg = — Frnasind,

Un rotor de polos salientes tendra distintos coeficientes de permeabilidad magnética Py y F,, por
lo tanto, los flujos por polo en el entrehierro a lo largo de los ejes d — g se expresan de la siguiente

forma:

b4 =P, F,,, cost,
(13)

D,y = — Py F,sint,

Asi el enlace de flujo de 1a fase @ en el entre hierro se expresa en su totalidad de la forma siguiente:

Aaao = Ng(Ppgcosl. — P,y sind,) (14)

Sustituyendo ¢, y @, en la ecuacién 14 si tiene:

Maao = N Fpa(Pycos® 0, + P,sin*4,) (15)
Usando las identidades trigonométricas cos’d, = % + % cos 26, y sinf, = % — %COS 26, la
ecuacion resultante es:
P,+ P P, — P
Aot = NuFo ( d;r L cos 298) (16)

La relacién entre el enlace de flujo A,,o y la inductancia [,,, es:

)\aa() o /\aaO _ Ars)‘aa()
iq B Fma/-z\‘rs B Fma

laao = (17)
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La componente de la magnetizacién de la inductancia propia de la fase a se denota como:

Pi+ P, Pi-P .
faao = N2 (152 4 =1 )

5 % c0s20, ) = L, + La,, cos 26, (18)

Donde el valor promedio de la inductancia de magnetizacién se denota por L,, = N2 (M),

2

Pd +Pq

mientras que Lam = Avf ( 2

) corresponde a la amplitud pico de la variacion sinusoidal de la
magnetizacién. Ademas, a la inductancia [,,,(, se suma la inductancia asociada a la componente
de dispersion L, la cual se origina a causa de flujo generado por ¢, que no cruza el entrehierro y

afecta exclusivamente al devanado de la fase a. En consecuencia, la inductancia total se expresa

de la siguiente manera:
lyo = Lis + Ly + La,, cos 26, (19)

La variacién de la inductancia propia [, con respecto al angulo 6, se muestra en la Figura 22.

l(.',ﬂ

A

RN P TN -

1

6
t T t t >
0 /2 m 37/2 27

e

Figura 22: Comportamiento de la inductancia propia del devanado a de [41]

Debido a que los devanados de las fases b y ¢ son practicamente iguales a los de la fase a, pero
con un desplazamiento de — 2—3’7 y 2—; radianes eléctricos respectivamente, las inductancias propias

del estator son:
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lyw =Lis + L., + LA, cos 26,

. 9

Iy =Lt + Ly + Ly 082 (96 _ ;) (20)
. o

Lo =L+ Lo + Ly cos2 (96 n g)

Inductancias mutuas del estator

Las inductancias mutuas se definen como la razén entre enlace de flujo de un devanado con
respecto a la corriente que circula en un segundo devanado, bajo la condicién de que las demas
corrientes sean nulas. En ese sentido, la inductancia mutua [, se determina evaluando el enlace
de flujo correspondiente a la fase b (\;,) en el entrehierro, cuando tinicamente se excita la fase
a. Para obtener el enlace de flujo de fase b inducido por la fuerza magnetomotriz de la fase a, se

sustituye 6, por 6, — 2—}“ en la ecuacion 14.

2 2
Aow = N, [@ad cos (96 - i) — B,y sin (99 - —”)] @1)
Sustituyendo los valores de ¢4 y ®,, previamente dados, en la ecuacion 15 se obtiene:

2 27
Moo = NoFona [Pd cos B, cos (He — ;T) + P, sinf, sin (He - ;)] (22)

Simplificando la expresién anterior con ayuda de las identidades trigonométricas 23.

2 2 2
CoS (98 — ?ﬁ) = cosf, cos ?ﬂ + sin @, sin g
(23)

2 2 2
sin (08 - _77) = sind, cos o cos 6, sin il
3 3 3
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Se obtiene que:

1 . v 1 v
Mg = NF0 [Pd ( 5 cos? 6, + g cos b, sin 93) + P, (5 sin 6, — ? cos 6, sin 96)]

(24)
Utilizando las identidades trigonométricas cos? 6, = % + % cos(26,), sin? 6, = % — % cos(26,) y
cost,sinf, = % sin 26,, se tiene:
P,+F, P;—-P 1 V3
Aw = NuFypy | — 0 ta  Fa= B (2o, isinQ@e (25)
4 2 2 2
Tomando en cuenta la siguiente igualdad:
2 1 Y
cos (296 — —W) = ——cos20, + ﬁ sin (26.) (26)
3 2 2
Sustituyendo y factorizando:
P,+P, P,—-P 2
Moo = NoFoa [— at g Td= T 0g (zae + —W)] 27)
4 2 3
Sustituyendo la ecuacién anterior en 28:
Aba Aba NsAva
[y = Aba _ b Vs (28)

iﬂ: B Rnﬂ/h‘vﬁ B F’nm

Se tienen las expresiones similares a la ecuacién 18. La ecuacién mutua entre las fases a y b es

igual a:

lop = lpa = —%Em + LA, cos (29E — %) (29)
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Por lo tanto, las inductancias mutuas entre los devanados del estator se expresan con las siguientes

ecuaciones:
Ly =l L) (29 n ”)
bab =lba = —5Lm — m COS e o
b =ty 9 A 3
1- T
lae =lw = =5 L = L cos (296 _ %) (30)
1-

lye =l = —§Lm — Lamcos (20, + )

Debido al desfasamiento entre devanados, el termino L,, que representa el valor promedio de la
inductancia, se multiplica por — % ya que el dngulo de desfase es 27'” y el coseno de este desfa-
samiento es —%. Una vez determinados todos los elementos de la matriz L y considerando que

. = nyb,,, la matriz de inductancias del PMSM queda definida como:

L=l Iy loe (1)

Con las siguientes expresiones para cada elemento:

oo =Lis + Lm + Lam cos Q(Hpgm)

- 2
lyy =Lis + Ly, + LAy, cos2 (npﬂm — ?ﬂ)
- 2
lee =Lis + Ly, + LAy, cos2 (npﬂm + il
3
1- T (32)
Lo =lpe = —iLm — LAy, cos (Q'n,,ﬂm + 3)
1._
loe =log = 7§Lm — Ly, cOS (Z'n,pﬁm — g)
1_

lpe =l = —§Lm — Lam cos (2n,0,, + )

En motores sincronos de imdn permanente con rotor cilindrico se cumple que P; = F,. Esto
implica que los elementos de la matriz de inductancia se simplifican, puesto que La,, = 0,

de esta forma, las inductancias no dependen mas del desplazamiento angular eléctrico #.. Las
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expresiones simplificadas son las siguientes:

lta,a :lbb - l(:c — Lls + ]—Tfm

. (33)
|lab :lba = Eac - lca = lcb = lcb = _§Lm

Modelado en el eje de referencia a b ¢

Analizando el diagrama eléctrico mostrado en la Figura 20 y aplicando la ley de voltajes de

Kirchhoft al devanado de la fase a se obtiene que:

dX,
a — e:a 1, 34
Vg = Tely + 7 (34)

La ecuacién del flujo de enlace en la fase a estd dada por la siguiente igualdad:
Aa = lagta + lapiy + lactic + Aam (35)

Las inductancias mutuas y propias se expresan usando los términos correspondientes definidos

previamente en este anexo:

/\a - (Lls + I-Jm)i'a + (_%Lm) ("!:b + ?(‘) + )\m Ccos Qe (36)

Por otra parte, para un conjunto de voltajes trifisicos balanceados con la misma amplitud en los

devanados del motor se cumple que: v, + v, + v. = 0. Dichos voltajes de alimentacién son:

v, =V cos (wt)

2
v, =V cos (wet — ?ﬁ) (37)
v, =V cos (wet + %)
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Siendo V' es la amplitud pico de voltaje.
Los voltajes aplicados al estator producen corrientes que circulan por los devanados, dichas co-

rrientes se representan mediante las siguientes ecuaciones:

iq =1 cos (wet — @)

2m

iy, =1 cos (wff —p— 3) (38)
2

e =1 cos (wet —p+ ?ﬂ)

Donde [ es la amplitud maxima de las corrientes y ¢ es el dngulo cuyo coseno es el factor de

potencia al cual opera el motor. Estas corrientes cumplen con:

g +ip +i.=0 (39)

Despejando la corriente de la fase a (i, = — (i, +1.)) y sustituyendo el valor de i, en 36 se tiene:
3= .

/\a = (Lls + §Lm) 1 + )\m COS He (40)

Si se considera el desplazamiento de —2{ y +27” para las fases b y ¢, respectivamente, entonces

se obtienen enlaces de flujo.

3= 2
Ay = (L - ) iy + Ap COS (He — W)

3
- 27
/\C:(L gL )z +)\mcoq(8 +?:_)

[S]

(41)

Al tomar en cuenta que 6. = w.t + 6.9 donde .y es la posicion inicial del rotor, entonces el

voltaje en la fase a es:

) 3- di, d
Vg = Tely + (L;S + 2Lm> s 4+ A g (cos (wet + Be0)) (42)
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Donde A, es la magnitud de los enlaces de flujo, y la determina el material magnético del rotor.
Al desarrollar la derivada restante, la ecuacion que define el circuito equivalente para la fase a

€S

N _
Vg = Telq + (L,;S + ng> é — Amwe Sin (wet + bep)) (43)

De esta ultima ecuacién se dice que el voltaje v, esta formado por:

1. La caida de voltaje en r.i,. Donde la resistencia en cada devanado del estator es la misma.
TFo =Tg =1y =T, (44)

2. El voltaje (L + %Lm) ‘2—; en lainductancia efectiva de la fase a. A esta inductancia se le conoce

como inductancia sincrona, definida como:

3=
Le = La = Lb = L(.’ = Lls + ELm (45)

3. El voltaje e,, generado o fuerza electromotriz inducida por el movimiento del rotor se define

como:
€ag = AmWe SIN (Wet + ) (46)

Asi finalmente el circuito equivalente para la fase a se muestra en la Figura 23. Para la fase b

y ¢, se obtiene el siguiente sistema de ecuaciones:

dig
Vg =Telq + Lei — Cq
' dt g
di
Uy =Telp + Leﬁ — Cig (47)
di,.
Ve :7‘81:(3 Le_ — €E¢
T g
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Figura 23: Diagrama equivalente de la face a.

Despejando las derivadas:

di
Le_a =Vq — 7‘€ia €q

1 tq T €qg

di
Le_b =Uy — Te?:b + eb.!;'

at (48)
L @*-a' — Tele €

e dt < eve ’G.g

Modelado en el eje de referencia o — /3

Para la estimacién de la posicién del rotor, es necesario obtener el modelo matematico del

PMSM en el eje de referencia o — /3. Para ello, se parte de la ecuacién 48, y se considera la

siguiente expresion:

1 1
, 1 =3 —3
PR V3 V3
1 1 1
2 2 2
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APENDICES . MODELO MATEMATICO DEL PMSM

El sistema de ecuaciones 48 en su forma matricial, se expresa de la siguiente manera:

Le 0 0 lq Ua Te 0 0 ta (3'3“?
d
0 L. 0 at wl=1lwvw!—10 r. 0O iy | | eng (50)
0 0 L. 1o Ve 0 0 r. 1o €eq
Donde:
L. 0 0 i Va re 00 €ag
L= 0 L. 0 I = (7R 1V: Up ;R: 0O r. O :Eq: €hg
0 0 L. ie Ve 0 0 7 €eq
Por lo tanto 50 se reescribe en su forma vectorial como:
dl
L— =V -RI+E, (51)
dt
Aplicando a transformada de Clarke (7,,3) variables de la ecuacion 51 se tiene que:
Vaﬁ :TQﬁV V= T;B)l Vaﬁ
IQIS :TQBI 0 I = T;ﬁlfaﬁ
Egap =Taply  Eg = Ta_;?l Egos
Sustituyendo las igualdades anteriores en la ecuacion 51, se obtiene lo siguiente:
d(T, 4 1Ly
s fap) _ T4 Vas — RT3 Iog + Ty Egas (52)

dt

Como TglgTojSl = [ es una matriz identidad 3x3, entonces la ecuacién anterior se multiplica por

TQ;S‘.

TapL(Tog) = = Tup(Tog)Vap — TosR(T 5 ) Las + Tas(T,5) Egap (53)
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Al desarrollar los términos TQSL(TC:;) =Ly TagR(TC;;) = I? se consigue lo siguiente:

d(IasS)

L
dt

= Vaﬂ - RIaS + Egcxﬁ (54)

Aplicando la transformada de Clarke a 54 y tomando en cuenta la igualdad de inductancias en

45, se obtiene los siguiente:

L, 0 0 T Vg re 0 0 Loy Cag
d
0 Lz 0 pr ig| = |vg| — |0 7. O ig | T |esg (55)
0 0 Lo 'ljg Up 0 0 Te l() €og

Debido a que el sistema 55 es balanceado puede deducirse que los valores de secuencia 0 son nu-
los, por lo tanto, la fuerza electromotriz resultante de aplicar la transformadaes e, = \,,,w, sin (6,.)
= ATy, Sin (np0,,) y €3 = —Awe cos (6.) = —Apnywy, cos (nyd,,). Ademds, como las in-
ductancias en cada fase son iguale se tiene que L, = L, = Lg, por lo tanto, €l sistema obtenido

del eje de referencia s

di, 1 -
é - f(?)a — Tely + 690‘) (56)
d‘lﬁr 1 :
—2 = = (vs — reiy — egp) oD
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Modelado en el eje de referencia d — ¢

Del circuito equivalente del PMSM, se determina mediante las leyes de Kirchoff que los

voltajes de fase se describen por las siguientes ecuaciones:

Vg = Tl —I—%
a eta dt
dM,
Un — T 58
vy = Ty + p (58)
- dA.
Vp = Telp + ——
dt

Las transformaciones de Clarke y Park son vdlidas para cualquiera de las variables del flujo,
corriente o voltaje. Aplicando la transformacién directa de Clarke y Park a los flujos de fase
del estator trifasico del MPSM (A, A\, y A.), se obtienen las siguientes componentes del vector

espacial de flujo del estator en el marco de referencia bifasico sincrono (d — q):

A cos(#.)  cos ( . — 2{) cos (He - 2{) Ao
A | = % —sin (f,) —sin ( . — 2{) — sin (He - 2{) Ap (39)
" : : : )

cos(#.)  cos ( . — 2{) cos (He - 2{) Vg

Vg

v | = % —sin (f,) —sin ( . — 2{) — sin (He - 2{) vy (60)
0 % % % Ve

i cos(#.)  cos (He — 2%) cos (He - 2%) iy

iy | = ; —sin(#,) —sin ( . — 2{) — sin (98 - 2%) iy (61)
; 1 1 1 .

‘o 2 2 2 e
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Desarrollando A; de la matriz 59 se obtiene:

2 27 27
Ay = 3 [cos (0)Ae + cos (He — ?T)Ab + cos (96 + g))\c} (62)
Ahora derivando 62 se consigue:
d\g 2 dA, ) dé. 21\ dAp
=3 {cos (HE)E — Ay 8in (QE)E + cos (He — ?)E
(63)
o si (9 27T)d96+ (9 +27r)d/\c s (9 +21‘T)d9€
psin (O — == )= +cos (O + — | esin {0 + = ) —
Siendo w, = %, entonces la ecuacion 63 se simplifica de la siguiente manera:
dAg 2 dA, 2\ dy 2N d.
— == s (0. s{le— — | — sl 4+ —
7 3[(000’(*) dt “0%( 3)01?&“0%( +3)dt) .

2 2
— ()\a sin (A,) + Ay sin (He - ;T) + Ao sin (96 + ;)) we}

Observando 59, se deduce de 64 que el segundo término agrupado es el vector espacial del flujo

en el eje q, es decir:

2T

Ay = = |—sin (0.)\, — sin (He - ?))\b — sin (He + %)/\C] (65)

Qb

Despejando las ecuaciones 58, las derivadas de los flujos por fase, se obtienen las ecuaciones

siguientes:
dA, .
= Ug — Telg

dt

dA )

d—tb = Uy — Telp (66)
A _ Ve — Tel

dt - (& evc
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Sustituyendo las ecuaciones 64 65 y 66, se obtiene:

dA 2 2
4 _ Zlcos (0c)(vg — reia) + cos (98 — —Tr) (vp — Telp)+

2 ) 3
cos (He + E) (Ve — Teie) + 5/\‘1%]
Ordenando la ecuacion 67 y reduciendo términos se obtiene los siguiente:
d\ 273 2 2
2 [)\qwe + v, cos (6.) + v, cos (He — W) + v, cos (He + :rr)
dt 312 3 3
(68)
, ) 2m . 2T
— (Te'?:a cos (6.) + reip cos (He — ?> + 7ol COS (He + ?))]
Reordenando la ecuacién 68 se obtiene lo siguiente:
d\ 2 2 2
—od AgWe + = (va cos (0.) + vy cos (93 — —Tr) + v, cOS (98 + —ﬂ))

2 2 2
—gre (ia cos (0.) + iy cos (He — ;T) + 1. COS (He + ;))

Por medio de la transformacién de Park, se observa la componete del vector de voltaje y corriente

en el eje d, en la ecuacién anterior y se sustituye por los términos v, e iy en 70.

dAg

T AgWe + Vg — Teiqg (70)

Despejando 70 para la componente de voltaje en el eje d se obtiene:
dA .
Vg = d_‘fd + Telg — )\qwe (71)

Desarrollando A, de la matriz 59 se deduce la ecuacién 72.

2 2T 2
)\qg —sin (6.)A, — sin (He - ?:_) Ap — sin (He + ;))\C} (72)
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Derivando 72 se obtiene:

d\, 2 ) dA, de, , 2w\ dAy
&~ 3 l sin (6,.) 7 Aq cos (0,) it (93 3 ) 7

21\ db. . 21\ dA. 27\ db.
“ucos (0= ) G —sin (0. ) G deeos (04 ) ]

Factorizando y tomando en cuenta a la derivada temporal de la posicidn, se obtiene lo siguiente:

dX, 2 de. 2\ db, 27\ do,
=3 K)\a coS (He)a + Ay cos (96 — 3) + A, cos (He + ) )

dt 3/ dt

. d\, . 2rN\dN, . 2\ dA\.
+ (sm (HG)E + sin (96 — 3) o + sin (He + 3> 7t )]

(73)

El primer término agrupado es igual a A\; mientras que en el segundo término se sustituyen las

ecuaciones 66 en 73 obteniendo la siguiente expresion matematica:

dA 2 2
oAl —Agwe — = [sin (6:)(vg — reiy) + sin (He — TT) (vp — Teip)
) 27 :
+ sin (96 + ) (v, — T‘E'LC):|
3
Tomando en cuenta el criterio de 44 y factorizando 74, ésta se expresa como:
dA 2 2 2
o —AgWe — = (va sin (6.) + v sin (98 — —Tr) + v, 8in (98 - —W))
+ gr (-.!' sin (0.) + 4y sin (H - Z—ﬂ) + i.sin (9 + Q—W))
3 e | tar € b » e 3 T e 3
De acuerdo a la transformada de Park para voltajes y corrientes se tiene que:
2 2 2
Vg=— = (-va sin (8.) + v, sin (He - ﬂ) + v, sin (He + ﬂ))
1=t o ) o 1)
—iq == [igsin(0.) + ipsin (0, — — iesin (6, + —
173 ' 3 3
Sustituyendo 76 en la ecuacion 75 se tiene:
dA :
_dtd = —A\We + Vg — Tely (77)
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Por lo tanto, el vector espacial en el eje ¢, del voltaje de entrada es:

A
vy = d_;f + Teig + AgWe (78)

El modelo matematico del PMSM en funcién del flujo magnético, voltajes y corrientes de fase

expresado en el marco de referencia d — ¢, se definen de la manera siguiente:

d\ _

vy = d—: F reig — Ague (79)
d\

Vg = d—: + retg + Adwe (80)

Siendo:

2
Tig =5 | —sin(6.) —sin (6 — %) —sin (6, + %) (81)

1 1
2 2 2

Aplicando la trasformad Park 7}, al de enlace de frujo mostrado en la ecuacién 11, se obtiene

los siguiente:

Adg = LTy T + Tighm (82)
)\d "ia /\am
)‘q - Lqu i + qu )\bm (83)
)\0 le )\cm
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Por lo tanto, realizando los cdlculos y simplificando se tiene la siguiente igualdad:

Ad Latq Am
M| =1 Lgig | T 0 (84)
Ao L i 0

Teniendo en cuenta que es un sistema balanceado donde Ay = 0 y sustituyendo la ecuacién

anterior en las ecuaciones 79 y 80, se obtiene el siguiente modelo matematico:

di
v = de—f F reig — Lyigwe (85)
i
Vg = qu—: + reig + Latqwe + At (86)

Como L; = L, = Ly w, = nyw,, y se despeja de las derivadas temporales, entonces se tiene:

dig 1

4 (v reia + Lignyion) &7
di, 1
?ég::'E(“q“T}iq—'Iid”pwnl_‘AmT%“%J (55)

Para el cédlculo del flujo de enlace del iman permanente \,, se define la siguiente ecuacion:

_ 60V /krpm

Am =
V37,1000

(89)

Donde:

» V,i/krpm: Es el voltaje pico a pico de la fuerza contra electromotriz (obtenido a velocidad

constante de 1000 rpm, impulsado por otro motor).

= n,: nimero de pares de polos del PMSM.
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Modelado electromecanico

Analizando el diagrama electromecanico de la Figura 18 y aplicando la segunda ley de New-

ton se obtiene la siguiente ecuacion diferencial que define al subsistema electromecanico:

Carga mecdnica

®

=]mec; + 7 + me = Tem (90)

Al despejar la derivada de la velocidad angular mecanica y sustituyendo 7., = % K1, (véase

anexo 6), la ecuacion anterior queda de la siguiente manera:

At Joee

dw,, 1 3 ,
(2 iy — Bum — TL) 1)
Donde J,,.. es la inercia rotacional del rotor y B es el coeficiente de friccién viscosa del motor.
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Calculo del par electromagnético

Para obtener la ecuacion de par electromagnético (7., ), partimos de la potencia eléctrica en
cada debando de fase en el marco de referencia d — ¢. Se desarrollan las ecuaciones que deducen
matematicamente el 7.,,, generando internamente en el PMSM. Partiendo del hecho de que la

potencia de la entrada al motor esta dada por:

P=uw (92)

Considerando la alimentacién trifasica al PMSM, se tiene que:

T
ta Vg la

P = ('Ua U 'UC) wl| = | v i (93)
i Ve be

Aplicando la transformada de Park a los voltajes de entrada a b ¢, se obtienen las siguientes

expresiones matematicas en el eje de referencia rotatorio d — q.

Uq cos (6,) — sin (6,.) 1) [va
w | = | cos ( . — 2—;’) —sin ( . — %ﬁ) L] | v, (94)
U, cos (He + 2%) — sin (He + %T) 1 Vo
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Siguiendo el mismo proceso para las corrientes de estator se obtiene:

ia cos (6.) — sin (6,) IR Y
iy | = | cos (He — 2{) —sin ( . — —;) L] |4, (95)
T Cos (Qe + 27“) —sin (98 + 27”) 1 io

Sustituyendo las ecuaciones 94 y 95 en la ecuacién de potencia 92, la ecuacion resultante es:

- 1T
cos (,) —sin (6,) 1) [vg

P = cos(e—?—f) —Sin(e—g—”) 1 v

3

cos (93 + 2—?) —sin (98 + 27“) 1 v

\ (96)
cos (6,) —sin (6,) 1) [ g

cos(e—%’?) —sin(ﬁe—%ﬂ) 1 iq

cos (He + 2{) —sin (Qe + QT“) 1 i

Realizando las operaciones matriciales, simplificando y factorizando la potencia del sistema re-

sulta de la siguiente manera:

T
20 0 [ va| (2 0 0) (i

P = (-va Up -vc) 0 % 0 ig| = | Vb 0 % 0 iq (97)
0 0 % io Up 0 0 % io

Por otro lado, se sabe que el flujo electromagnético es igual al producto de la inductancia por la

corriente, de ahi se tiene la siguiente expresion:

A=LI (98)
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Aplicando la derivada temporal a la ecuacién 98 y sustituyendo en el modelo del PMSM, se

puede expresar matricialmente como:

dA .
Uy v 14
— | ax -
vy | = | G| T e | g
Ve % N

Donde

g

dAy

dt

dt

A

dt

0 —Lg
+ 1Ly 0
0 0
Ly 0 0
0 L, 0
0 0 L

dig
dt

dig
dt

dig
dt

We

(99)

(100)

El término L, se refiere a la inductancia de dispersion del estator, sustituyendo 100 en 99 se

obtiene lo siguiente:

‘ dig
Vg Ls; 0 0 g
v = difl
Uq 0 Lq O at
vg 0 0 L %

io

Sustituyendo 101 en la ecuacién de potencia 97:

dE

0

0

La

0

Ly 0O

0 0

0 0

0 L

149

0
Lq

+ (-id iy -io) L, 0 0 +(0 A o)

—Ly

0
0

0]

lq

lq

io

0]

0
+ [ A
0
0) (i
0] 14,
3) \i

w. (101)

(102)



Desarrollando las operaciones matriciales se resulta tal que:

dE

dt

a0 0 ) [ia
diy i 3L,
e Cﬁz—f) S U N
0 0 ?)ng ()
0 22 0 [dg

b Lo

o O

El primer término de 103 representa la potencia almacenada en los inductores:

3Lg4
ks )

dig dig dig) | o 3Lg
dt dt dt 2
0 0

3L

0 0 14

% 01|

0 3 10
(103)
(104)

Mientras que el segundo término de 103 representa la potencia disipada en los resistores:

[S3 [V

o

Te (-id iy ?:0)

o

ja}

[ V5]

o

(105)

Al enfocarnos en la fuerza electromotriz producida por la rotacién de los imanes permanentes en

el rotor, no se toman en cuenta los dos primeros términos de la ecuacién 103, es decir la potencia

disponible para el desarrollo de par electromagnético en el PMSM es:

0 2 04 [dg
(zﬁd iy ig) —a 0 0|4
0 0 0 \i
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Al desarrollar los productos de la ecuacion 106 se obtiene la siguiente ecuacion:

dE
— =P = §(Ldidiq — Lyigiq + Amiq)we (107)
dt 2

Se sebe que el par electromagnético 7., del PMSM puede expresare como:

Tem = (108)

Siendo w. = n,wg,, y sustituyendo en la ecuacién 108, se tiene que el par electromagnético

desarrollado internamente por el PMSM es:
3 . - .
Tem = anp(Ld-zd?,q — Lyigia + Aniy) (109)

Para este trabajo de tesis se utiliza un PMSM de imanes superficiales, por lo que las inductancias

L,y L, soniguales, entonces la ecuacion de par resulta de la siguiente manera:

3
Tem = E'n,p/\m-aiq (110)
Donde K, = n,A\,, y por consiguiente:
Tom = 3 Ko (111
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Abstract—Sensorless, very low-speed control is a topic for the
PMSM, and it has been of great interest for energy conversion
and power electronics. For this reason, we propose a sensorless,
very low-speed trajectory tracking sliding mode controller based
on the identification back-EMF parameter for a permanent
magnet synchronous motor. To identify the back-EMF parameter
at a standstill and low speeds, we use a numerical regression
polynomial method to estimate this parameter offline. Thus, we
build a nonlinear function dependent on angular speed. The
extended state observers use the information of this parameter
to calculate the position and speed of the PMSM. The position
and speed estimated adapt to the sliding mode speed tracking
controller. The experimental results show the effectiveness and
robustness of the sensorless algorithm in regulating the rotor
speed at very low rates with and without load torque applied.

1. INTRODUCTION

Due to the features of high efficiency, high power density,
and fast control response, permanent magnet synchronous
motors (PMSMs) have been widely adopted in electric drive
vehicles, aerogenerators, robots, and aerospace applications
[1]- [2]. Field-oriented vector control, sliding mode con-
trol, and backstepping control have been widely employed
to improve the dynamic performance of PMSMs. Accurate
rotor position and speed information are required for a high-
performance control system. However, the installation and use
of electromechanical sensors will not only increase the system
cost, volume, and complexity of the PMSM electric drive
system, but it also reduces the reliability and robustness of the
system [3]- [4]. Thus, several sensorless control methods have
been developed for the PMSMs to overcome the disadvantages
of installing a position sensor. Therefore, our article deals
with a new method for the sensorless, very low-speed-tracking
sliding mode controller for a PMSM. The back EMF functions
are estimated by extended state observers, and with the help

979-8-3503-7606-7/24/$31.00 ©2024 IEEE
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of the back fem parameter /,,, identified, we obtain the speed
angular estimation. Integrating the speed angular estimated
concerning the time, get the position estimated in precise form.
The back fem parameter identification through a numerical
regression polynomial avoids the use of the high-frequency
signal injection method to calculate the position angular under
a very low-speed regime of the PMSM.

A. Contributions

The main contributions of this article are listed as follows:
a) The back EMF parameter identification helps the extended
state observers obtain a precise estimation of the PMSM'’s
position and speed without using a high-frequency signal
injection method to get the position and speed at the very
low-speed operation of the PMSM; b) The proposed sensorless
speed tracking sliding mode control for the PMSM regulates
at very low speeds with and without load torque applied
to the PMSM shaft; ¢) The experimental results show the
effectiveness and robustness of the sensorless speed tracking
sliding mode controller in closed-loop.

II. PMSM MATHEMATICAL MODEL

In the o — 3 reference frame, the mathematical model of
the dynamics of the permanent magnet synchronous motor
(PMSM) is given by the following equations:

qa;: = —Rgin + €4 + ity (1
s% = —Rgig —eg +ug (2)
.]%:T,,qLBwer (3)

% =w 4)
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where i, ig, are the stator currents, e,, eg, are the back
electromotive forces (back-EMF), ug is the system control
input, f, is the stator resistance, L is the stator inductance,
0, w, and 7. are the angular position, angular velocity, and
internal torque respectively. The load torque 7 is unknown.
However, it is considered bounded and constant.

At the same time, the pair generated by the PMSM in the
reference frame o — [ is expressed as:

Te= éKm [iq sin(n, ) — igcos(n,d)]
i
=K,

(5)

where the constant /K, is defined as a fraction of the mechan-
ical constant K,,. Therefore, the back EMF in each winding
can be defined as:

eall, f, K,,) =K, sin(npl?}O
es(d, 0, Kn) =K, cos(npr’ﬂ)('i

(6)
(7

where n;, is the number of pole pairs. As demonstrated by
the previous equations, the parameter K, is associated with
the back-EMF and the torque produced by the machine. In
simple terms, this parameter can be defined as n, = n,¥,
where U represents the flux linkage between the d-winding of
the stator and the flux created by the permanent magnets of
the rotor, i.e., U = [60Vy /krpm]/+/3 -7 - P - 1000, where P
is the number of poles and Vi /krpm is the peak line-to-line
back-EMF constant (mechanical speed) [5].

In this context,, the parameter K, at low angular velocity
is not constant, as mentioned in [6] and [7]. Proper char-
acterization of this parameter allows for better identification
of variables if used in an extended state observer (ESO).
Characterizing the I, value begins by implementing the
angular speed regulation controller estimating the rotor po-
sition using the nominal K, value. At this time, the PMSM
machine cannot regulate at low speeds. However, the reference
angular velocity is reduced while the K, value used by the
ESO is manually varied, so the current consumption is within
the nominal range. These variations are recorded with the
corresponding speed, as shown in Fig 1.

These data are characterized offline using a polynomial nu-
merical regression method, where the following expression for
K,,(w*) is obtained.

Ko (w*) = 5.8¢ (W) + 9.0e 4(w")? + 4.7e 2(w") + 1.4

| © Estimated
— Polynomial regression

Q.
Co-
°°°D‘U'Be3-q_o_p 1

40 60
[rad/s]

Figure 1: Characterization of the nominal value of K.

0 20

A. Extended State Observer for back EMF functions

From (1) and (2) we design the following extended state
observer (ESOs) for the back—EMF ¢, _g:

din—p

Al . B I
L= = ~Rida—p+zia—p +tla—s +75 (ia—p — ia—p)

Zlaepg = Zoa—pt+ Valla—p —ia—g)

Z5a—8 = Yo ('in—ﬁ - iu—ﬂ)

where zj,_g is the variable representing the estimate of
cq—p regarded as a time signal. The Extended State Observer
gains, v, i = 0,1,...,5 are calculated using pole—assignment
technique.

We define ¢; , = in g
identically zero but ultimately uniformly arbitrarily close to
zero, then z;, = €, and z13 = —€3 would also be an
ultimately arbitrarily close estimate of the nonlinear terms:
eq |0, 0, K,,!) and ez (0, 0 K, |. This justifies our choice of

— iq_pg now if e; . were not

notation for zi(.3) as ?[,ug}A Therefore,
z1a(t) = €alt) (10)
zl‘g(ﬁ) = 765@) (l l)

The angular speed estimated value is calculated using (10) and
(11), then we have the following

1% =2
) 24 = [man} =[5 (12)
w” is the desired angular velocity of the PMSM motor. The square root of (12), is given by
Ve + 22 = &+ i =wK,, (13)
The estimation of the back—EMF ferm m has a dependency
on the back—-EMF parameter I, thus if we divide (13)
by (8). From this parametric identification, we calculate the
estimated speed as follows
WKm
= = (t) (14)
K, (w*)
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By integrating the estimated speed concerning time, we obtain
the estimation of the angular position thus:

At =fa(t) dt + 5 (15)

0

111. SLIDING MODE CONTROL DESIGN

We consider the mathematical model of PMSM dynamics,
(1)-(4), in the d-g reference frame given by the following
equations:

di, . N
Lsdfl = —Rgia + Lsignyw + U (16)
di, . . - .
Ls dj = —Rgiy — Lygnw - K,yw + Uy (17)
dw 3 .
JE = 51'{,,”1,1—3.';.‘—1';, (18)
——

=K,

where Uy is the direct voltage, U, is the quadrature voltage,
iq is the direct current, i, is the quadrature current, w is the
angular velocity of the rotor. The resistance and inductance of
the stator circuit are denoted by R, and L, respectively. n,
is the number of pole pairs, and J is the moment of inertia
of the motor. Thus, we have the following outputs as follows:
ig = F) and & = F, this last was calculated by (14). Using
the input-state linearization the control inputs of (16) and (17)
are given by [5]:

Ug = LsFy + RgFy — Laign, ks (19)
fu
U, = If,] B+ %'R“Fz (n,LaFy + K.
=~ A
(20)

Therefore Uy = LgFy + frand Uy = O}?‘Q + fo. To introduce
sliding mode control to the system we will incorporate internal
controls as follows:

Us = LsViuor + f1
Uy = aVauzz + f2

(1)
(22)

where V1 and V.2 are auxiliary dynamics imposed by the
control law. While, the functions fl and fg are calculated by
the estimated value of & and of the direct current measure i,
besides the nominal value parameters. Substituting (21)-(22)
in (19)—(20), we obtain the following:

Al

A
Fl*‘mul"’_f By = Lruuz+_

Ls
where Af) = f; — f1 and Afy = foy — fg are the estimation
errors of the functions f; and f, respectively. On the other
hand, we establish the surface equations for sliding modes
proposed by [8], which incorporates the integral term of the

(23)

output errors for the speed-tracking as follows:

t
S = (R —F;)+n1f (FL—F})dr Q4
0
Sy = (5 - FZ) + 200 (Fy — F)
t
+c§f (Fy — Fy) dr (25)
0

where ¢; and cp are constant gains greater than zero. We
use the equivalent control method to calculate the internal
controllers [9].

S =(Fy = F}) +er(Fy = Fy)
t
Vst + G2 = B +es(s1 = en [ (8- F)ar)
0
(26)
S = (FZ—F) + 20 (FQ—F;) + & (Fy—F})
A
= ?.uuzwLi
o
+2¢5 ("72—2(‘2(}7‘2— —(’2/ (Fy — F. ﬂ"r)
e (Fy — F) @n

We consider that the surfaces and their time-derivatives are
equal to zero for ideal surfaces 5, = ‘31 =0 and S; = ‘:z =10
in (26) and (27), thus, we calculate the equivalent controllers
as follows:

N .. . 2
Venl= |E7 4260 IR~ Filar+ 5 a8

o Ee ) Lo " 2
[Vigr) = | F5 | +4c3| Fy — F; |+zp2‘f\F2 - Fldr+3 29
and A f3 employing the assignment

of a constant less tl‘ldl’l one.

(30
(3L

Vaua1 =

—M|Veg|sign(S1)
—o|Vegolsign(Ss)

From (18), we calculate the time—derivative of the output
second Iy, which is given by

= (5) ig — (E)a

A. Stability proof in closed-loop

Vauaz =

(32)

We consider the following candidate Lyapunov function as
follows: which is given by
12
5 SE+83) =0
which is given by Taking the time—derivative of (5, S2) in
(33) along of (26)-(27), gives which is given by

V= Slsl + 898, < *)\1|ﬁeq1”5‘1|*/\2‘f@q2‘|»92‘< 0 (34)

V(Sy, 82) = (33)

which is given by We are choosing the gain values Ay, A2, ¢1,
and ¢, the sufficiently larger for the existence of the sliding
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mode, and like this, we guarantee an asymptotic stability of

the speed tracking regulation error to zero.

IV. EXPERIMENTAL RESULTS

o PWM,,,
PWM |Gt
modulator e .
Uy U U L
6}
— X
et U g
. abc Torque =, T
i O disturbances
i |op E—
Hstal b Reference | ___
trajectory
Hs-0y tO o
2 2 42
H-»

*.

Numerical
egression
polynomial

*.

Figure 2: Experimental diagram.

Fig. 2 shows the speed sensor-less algorithm schematic
based on dSPACE equipment. The angular position and speed
estimation algorithm relies on the offline estimation of the
back-EMF parameter, shown in this diagram. Sliding mode
control (SMC) block adapted the speed estimation. The sam-
pling time used to implement the speed sensorless tracking
sliding mode controller was 100y sec. approximately. The
PMSM used has the following nominal parameters: R, =
1.6, n, = 4, L, = 6.36dmH, J = 1.82¢ — 4Kgm
K, = 200, B = 8.7¢ — 5Kgm?/s. A smooth Bezier-
type angular velocity reference trajectory is established in the
experimental test. This trajectory goes from -50 rad/s to 50
rad/s in 15 seconds. The motor is coupled with a constant
torque of approximately 0.3 Nm. However, an additional
torque perturbation of 0.2 Nm is applied around the zero
crossing of the desired trajectory (Fig. 3 b)). In Fig. 3 a) it
is observed that the control scheme adequately follows the

angular velocity reference. In the range from -50 to 0 rad/s,
the tracking is done until the motor stops. However, at startup,
the following trajectory begins at approximately 6 rad/s. In
this figure, the adequate estimation of the angular velocity can
also be corroborated. The applied torque is shown in Fig. 3 b).
Fig. 4 a) shows the control maneuver in coordinates a — b — c.
Fig. 4 b) and 4 c) show that the maximum angular velocity
tracking error is less than 6 rad/s, where the maximum error
is at the zero crossing.

The variation of the K,,, parameter during the tracking trajec-
tory is shown in Fig. 3 ¢). Fig. 3 d) shows that the armature
current consumption remains within the nominal range during
angular velocity trajectory tracking.

4o, 3 Angular velocity trajectory tracking ) Load torque applied to the PMSM machin shaf
06

z oz [ Mmsasminriont
20 £ ﬁ
£ & .J\l |
02 |
Mcigmprnien,
s Ll R |
o : 1o 13 20 [] 5 10 135 0
Tine [5] Titne [3]
11, ©) Vriation of the Knt parameter 0 d) Phase current response
; =
=08 _
2 0
Zos
07 =
X ! 10 |
o H 0 15 B 0 s 10 15 B
Time [s] Time [s]

Figure 3: Experimental results.

20¢
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Figure 4: Experimental results a) control inputs in a — b —
¢ coordinates, b) tracking error with respect to the desired
trajectory c) tracking error with respect to estimated angular
velocity.

V. CONCLUSIONS

A sensorless angular velocity control scheme is presented.
The experimental results demonstrate that it is possible to
follow the desired trajectory at low speeds if the value of
the parameter K, is characterized without using a high- fre-
quency signal injection method. This work provides a method
to obtain a characteristic polynomial of K, and the way in
which it is used to estimate the speed and angular position of
the rotor at the very low-speed regime of the PMSM.
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